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Thermodynamic Optimization of
the HAT Cycle Plant
Structure—Part I: Optimization of
the ‘‘Basic Plant Configuration’’
A method for the thermodynamic optimization of the humid air turbine cycle plant struc-
ture is presented here. The method is based on the optimization of a ‘‘basic configuration
of the plant’’ including ‘‘basic components’’ (compressor, turbine, combustion chamber,
regenerator, and saturator), always present and connected in the same way in the plant
structure and a heat exchange section which is viewed as a ‘‘black-box’’ where the heat
transfer between hot and cold thermal flows occurs regardless of how many heat ex-
changers there are and of how they are interconnected. The optimal boundary conditions
between the basic components and black-box are determined by calculating the condi-
tions of maximum heat transfer in the black-box independently of the structure of the heat
exchanger network. This is done by defining optimal composite curves in a Fortran
routine at each step in the main optimization procedure. Once the structure of the heat
exchanger networks that fulfill the optimal boundary conditions have been found, the
optimal structure of the whole plant is obtained (see Section 2). The method is useful in a
general sense as it can be applied to highly integrated energy systems in which it is
difficult to define the optimal structure of the heat exchanger network in advance.
@DOI: 10.1115/1.1338999#

1. Introduction
The humid air turbine~HAT! cycle@1,2# achieves high efficien-

cies with relatively simple plant structures. However, the literature
suggests there are plant structures of various complexity which
nonetheless always include an intercooled compression, the regen-
erative heating of the combustion air, and to increase the turbine
mass flow rate and power, the saturation of the compressed air.
The main differences are usually associated with the number of
heat exchangers~intercoolers, aftercoolers, and economizers! and
the interconnections between them. Although the performances of
these various structures were often found to be ‘‘optimal,’’ the
assumptions used to determine them were different@3–10#.

It has been suggested that a thermodynamic optimization of
both the structure and the working parameters of the cycle can be
performed by considering a ‘‘superstructure’’ which includes all
the plant structures supplying good performances@8#. In this case
the optimization indicates which components of the superstructure
are to be included in the plant and what the optimal values of the
decision variables are~pressures, temperatures, mass splitting ra-
tios, etc.!. However, this method requires a thorough preliminary
study of all the configurations included in the superstructure and
does not guarantee that good solutions are not neglected.

A different method for the thermodynamic optimization of the
plant structure was first suggested in@11#, and it is presented here
in a more systematic and general way. The method is based on the
optimization of a so called ‘‘basic configuration’’ of the plant,
which derives from considering two sections in the total plant:

• The first section includes compressor, turbine, combustion
chamber, regenerator, and saturator that are called ‘‘basic compo-
nents’’ as they are always present and connected in the same way
in the plant structure;

• The second section, called heat transfer section, includes in-
tercoolers, aftercoolers, and economizers, the interconnections
and numbers of which can vary within quite broad limits.

The latter is viewed as a ‘‘black-box’’~see also@9#!, in which
the heat transfer between hot and cold thermal flows occurs with-
out having defined the structure of the heat exchanger network
~HEN!, i.e., the number of heat exchangers and the interconnec-
tions between them.

To analyze the results in each step of the optimization proce-
dure, rather than using an optimization algorithm, several thermo-
dynamic simulations are carried out under variations of the deci-
sion variables within ranges that supply high values for the
thermal efficiency of the total plant. Prior to carrying out the
simulations, the decision variables are chosen through thermody-
namic analyses on the behavior of single components or of zones
of the plant that indicate the independent variables to be maxi-
mized, minimized, or assuming constant values.

The basic configuration is a configuration of thewholeplant in
which the heat transfer section~black-box! is not actually isolated
from the rest of the plant, but simply considered without the
physical devices that perform the heat transfer. It thus becomes
crucial to obtain the optimal conditions at the boundaries of the
black box. This is done by calculating the conditions of maximum
heat transfer in the black-box independently of the structure of the
heat exchanger network. To obtain these conditions, composite
curves are implemented in a Fortran routine at each step in the
main optimization procedure~see, e.g.,@12#! ~see Section 2.3.1!

After performing the optimization of the plant’s basic configu-
ration, the optimal values of all the variables at the boundaries of
the black-box are known, in particular, the thermal capacities and
the initial and final temperatures of the hot and cold thermal flows.
Consequently, the structure of the HEN can be defined using a
combination of the practical rules of Pinch Technology@12# and
Second Law insights~see, for instance,@13,14#!, as shown in the
second part of the paper. There are HENs of various complexity
that fulfill the optimal black-box boundary conditions and conse-
quently guarantee the maximum total plant thermal efficiency.

Contributed by the Advanced Energy Systems Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the AES
Division, June 29, 1999; final revision received by the ASME Headquarters, Jan. 23,
2000. Editor: H. D. Nelson.
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Among these HENs, the one having the minimum number of
heat exchangers is selected. In this way, the thermodynamic opti-
mization proposed here defines plant structures having maximum
efficiencies with a minimum number of heat exchangers.

Even if the best possible HEN should be chosen by considering
the costs of the components, in order to conduct a thermoeco-
nomic optimization~which is beyond the scope of this paper!, the
indications regarding the plant structure obtained here can provide
a good basis for subsequent cost evaluations.

The simulations were carried out on a PC P120 using the com-
puter code Aspen Plus@15#.

2. The Optimization Methodology
The main steps of the optimization methodology are:

2.1 Define a basic configuration of the plant in which the heat
exchange section is considered to be a ‘‘black-box’’ where the
heat transfer occurs independently of the structure of the heat
exchanger network.

2.2 Perform preliminary thermodynamic analyses aimed at un-
derstanding the operating conditions of the basic configuration
that lead to the maximum total plant efficiency.

2.3 Perform a thermodynamic optimization of the basic plant
configuration aimed at maximizing the total efficiency by carrying
out repeated simulations for different values of the decision vari-
ables. The boundary conditions between the black-box and the
rest of the plant are optimized in each simulation~optimization
step! by maximizing the heat transfer in the black-box, using a
suitably developed Fortran routine.

Details for each of these steps are given in the following sec-
tions.

2.1 Definition of the ‘‘Basic Configuration’’ of the Plant.
A simplified plant configuration of the HAT cycle is shown in Fig.
1 to highlight the basic components~see Sec. 1! and the heat
transfer processes that occur in the heat exchange section, i.e.,

• the intercooling, aftercooling and saturation of the com-
pressed air~the latter also involves a mass exchange!;

• the humid air preheating in the regenerator;
• the water preheating at the saturator inlet in the intercooling

and aftercooling processes of the compressed air and in the
exhaust gas cooling.

These processes are explicitly represented as heat exchangers hot
or cold sides in the ‘‘basic configuration’’ of the plant, shown in
Fig. 1, in order to highlight the hot and cold thermal flows. In this
way, the heat transfer section is viewed as a ‘‘black-box’’ where
the heat transfer between hot and cold thermal flows occurs inde-
pendently of the number of heat exchangers and of the intercon-
nections between them. The black-box can only release heat to the
environment since there are no external heat sources.

2.2 Preliminary Thermodynamic Analyses of the Basic
Plant Conflguration. If the independent variables are suitably
selected, the optimal value for some of them can be defined before
running the simulations of the optimization procedure. This, in
turn, can reduce the number of simulations in the optimization and
provide preliminary insights on the thermodynamic behavior of
the basic plant configuration.

The ‘‘free’’ structure of the heat exchange section complicates
the process of choosing the independent variables. Thus, prelimi-
nary studies on single components or parts of the plant were per-
formed to select them. These studies made it possible to choose a
suitable set of independent variables of the basic plant configura-
tion and to identify the ones with constant values or clear trends or
the ones to be optimized~decision variables! in the total plant
optimization procedure. These variables and the values they as-
sume in the optimization~Table 1! were derived according to the
following thermodynamic considerations:

• The heat recovery from the exhaust gases must be maxi-
mized. Thus, the humid air temperature at the regenerator outlet
(Tha,R,out) must reach the maximum allowed value~depending on
the turbine outlet temperature—the minimum value ofDt is fixed

Fig. 1 One of the HAT cycle plant configuration proposed in the literature. The
‘‘basic components’’ and the heat transfer section are included within dotted
lines. The ‘‘basic configuration’’ of the HAT cycle proposed here.

Table 1 Independent variables of the basic plant configuration
„the values of the optimization variables within parentheses are
those considered in the optimization procedure—see Table 3 …
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at 25°C, see Table 2! and the exhaust gas temperature at the
economizer outletTexg must be fixed at the minimum value
~105°C!.

• The make-up water flow rate (ṁmuw) is equal to the water
flow rate that evaporates in the saturator. Thereforeṁmuw must be
maximized in order to obtain the maximum mass flow rate and
power in the turbine.

• Either the water mass flow rate or the temperature~or both of
them! at the saturator inlet must be increased in order to increase
the amount of water that evaporates in the saturator. However,
only the temperature (Tw) must be maximized since the mass flow
rate is not an independent variable of the basic configuration~we
have takenṁmuw as independent variable!.

• The relative air humidity (fha) at the saturator outlet is set to
its maximum value~equal to one! since, at a constant value of the
outlet temperature, the complete saturation corresponds to the
maximum water content of the humid air. On the other hand,
when the water content has a constant value, a decrease in the
relative humidity at the saturator outlet results in an increase in
the humid air temperature. Thus, the thermal flow in the regenera-
tor decreases and, consequently, the thermal flow in the econo-
mizer increases; this flow is then transferred from the air to the
water in the saturator. This heat transfer from the regenerator to
the economizer has a small influence on the total plant efficiency.

• The fuel temperature at the regenerator outlet (Tf ,R,out) must
be maximized to increase the heat recovery from the exhaust
gases at high temperatures.

• The fuel preheating before the regenerator inlet generates a
decrease in the regenerator thermal flow and, consequently, an
increase in the exhaust gas temperature at the economizer inlet.
This, in turn, leads to an increase in the water temperature at the
saturator inlet (Tw).

• The temperature of the fuel at the regenerator inlet (Tf ,R, in) is
an optimization variable. However, to simplify the calculations, it
is fixed at 140°C, which is approximately the value of the humid
air temperature at the regenerator inlet. Since the preheating ther-
mal flow is small in comparison to the other thermal flows in the
black-box, there is little error.

2.3 The Optimization Procedure. The flow-chart of one of
the steps of the optimization procedure of the basic plant configu-
ration ~Fig. 1! is shown in Fig. 2. First a set of values for the
decision variables~see Table 1! is fixed. Then the initial value of
the make-up mass flow rate (ṁmuw) is fixed and the first simula-
tion of the optimization procedure is performed. In this simulation

the optimal boundary conditions between the black-box and the
rest of the plant are determined using the Fortran routine de-
scribed in Section 2.3.1. If the solution converges, the value of
ṁmuw is increased and the simulation is repeated. This procedure
is repeated until the solution no longer converges~i.e., until the
selected value ofṁmuw is greater than its possible maximum
value!.

At this point, the maximum value ofṁmuw is the one used in the
previous simulation, from which the total plant efficiency~h! and
specific power~P! values associated with the selected decision
variable values are obtained~see Table 3!. The complete proce-
dure is then repeated for a different set of decision variable values.
The order used to vary these values is presented in Table 3.

2.3.1 Optimal Boundary Conditions between the ‘‘Black-
Box’’ and the Rest of the Plant.The behavior of the heat ex-
change section in the basic plant configuration is not independent
of the behavior of the rest of the plant. Thus, it is necessary to
appropriately define the optimal boundary conditions between the
two sections, i.e., the conditions maximizing the thermal exchange
in the black-box.

Fig. 2 Flow chart of one of the steps of the optimization pro-
cedure of the basic plant configuration „h and P represent the
total plant efficiency and specific power, respectively …

Table 2 Operating parameters of the HAT cycle components
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The hot streams~LPA, HPA, EXG! and cold streams~MUW,
RW, SW, FUEL! of the black-box are represented in Fig. 3.

In the same figure the independent variables~Tmuw,in, Tic , Tac,
Texg, ṁmuw, Tf ,R, in , Tw! of the basic plant configuration at the
black-box boundaries are shown~the dependent variables are not
shown!.

As mentioned in Section 2.2, the outlet temperature of the
stream EXG (Texg) is fixed at 105°C~see Table 1! and the values
of the outlet temperatures (Tic ,Tac) of the streams LPA and HPA
are to be determined in the optimization procedure. They can
range from the inlet values of the same streams to 25°C~equal to
Tambient1DTmin , whereTambient515°C andDTmin510°C! because
of the possibility of discharging heat to the environment.

If the structure of the heat transfer section were defined, the
outlet temperatures (Tw ,Tf ,R, in) of the cold strcams~SW, FUEL!
would be dependent variables directly calculated by the simula-
tion model. Since this structure is not defined in the basic plant
configuration, the thermal flows in the heaters SWH and FH are
unknown ~see Fig. 3! and Tw , Tf ,R, in become independent vari-
ables ~their ranges of variation depend on the amount of heat
available from the hot streams and on their temperature level!. As
explained at the end of Section 2.2, the temperatureTf ,R, in is fixed
at a constant value~140°C!, whereas the temperature and mass
flow rate at the inlet of the saturator (Tw ,ṁmuw) are independent
variables to be maximized in each optimization step~see Table 1!.
The optimal values of these variables are obtained here by defin-
ing the composite curves~CCs! ~see, e.g.,@12#! under conditions
of maximum heat exchange in the black-box, using a Fortran rou-
tine, the flow chart of which is shown in Fig. 4.

In each optimization step the routine calculates the maximum
value of Tw for fixed values ofṁmuw. As already mentioned in
Section 2.3, the calculation is repeated for increasingly higher

Fig. 3 Black-box with hot streams „LPA—low pressure air in
the intercooler, HPA—high pressure air in the aftercooler
EXG—exhaust gases in the economizer … and cold streams
„MUW—make-up water, RW—recuperated water at the bottom
of the saturator, SW—water sent to the saturator, FUEL …

Table 3 Results of the simulations of the basic plant configuration under variations of b, Tic , bHP ÕbLP , and Tac „h and P indicate
the efficiency and specific power of the total plant, respectively …
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values ofṁmuw ~see Fig. 2!, until its maximum value, which cor-
responds to the maximum amount of water evaporated in the satu-
rator, is obtained.

The shape of the CC~number of segments, slope, and ordinates
of the vertexes! is not defined before running the simulations.

We only know:

• the values ofTmuw,in, Texg, Tf ,R, in ~see Table 1!;
• that the abscissae of the extreme right points of the two CCs

must coincide since there are no available external heat sources;
accordingly, the maximum value of the temperatureTw is ob-
tained when the temperature difference at the Pinch Point is equal
to DTmin .

In this context, the following assumptions regarding the cold
and the hot sides are made in the Fortran routine to determine the
CC:

Cold streams—The cold stream MUW~Fig. 3! is heated sepa-
rately from RW up to the temperature of RW at the inlet of the
black-box, in order to recover a part of the heat available from the

hot streams at low temperature~from the ambient temperature to
the temperature of the water at the bottom of the saturator!.

Hot streams—The inlet temperatures of the hot streams are
assumed to be different from the outlet ones. This hypothesis
leads to a hot composite curve~HCC! made up of five segments
~Fig. 5!. WhenTic is fixed at the minimum value~25°C!, there is
one more segment since the thermal capacity of the stream LPA
~Fig. 3! is different in the segments at higher and lower tempera-
ture where a partial condensation of the air humidity occurs.

Given these assumptions, the Fortran routine calculatesTw as
follows, using the data of each simulation step.

The shape of the HCC~i.e., the position of vertexes and the
slope of each segment!, the slope of the CCC~cold composite
curve! segments and the ordinates of the pointsH, I, and L are
determined using the inlet and outlet temperatures of all the
streams and the respective thermal flows. The length of the seg-
ment GH is still unknown~it is only known that the abscissae ofG
and A have to coincide! because the CCC curve can still move
horizontally. This length is determined in order to maximize the
temperatureTw . This is done by imposing the value ofDTmin
~10°C! in all the possible positions of the pinch point, i.e., where
the HCC and CCC have cusps facing each other or in the extreme
points. Each position corresponds to a horizontal movement of the
CCC, and consequently to a value ofTw . The smallest value of
Tw is chosen because it is the only one that assures the heat
exchange feasibility. In other words, the CCC is moved horizon-
tally until DT is greater thanDTmin in all the vertexes except the
pinch point.

Note that the methodology suggested here for optimizing the
black-box boundary conditions can be applied to any kind of CC.
However, the only CC of practical use besides the ones suggested
are those in which the CCC vertex inH moves toI ~these curves
are not considered here!.

2.4 Total Optimization Results. As mentioned in Sections
1 and 2, a step-by-step optimization of the basic plant configura-
tion is performed using repeated simulations. The range of varia-
tion for each decision variable~see Table 1! is determined accord-
ing to the technological constraints and to the achievement of
good performances. The order of variation for the decision vari-
ables is shown in Table 3. The first variable is the overall pressure
ratio b, since it affects the total plant operating conditions. The
second and third variables are the final intercooling temperature
Tic and the intermediate pressure ratiobHP/bLP respectively~the
optimal value of which depends on the value ofTic!. The last
variable is the aftercooler outlet temperatureTac which ranges

Fig. 4 Flow-chart of the Fortran routine used to determine the
optimal value of the temperature at the saturator inlet „Tw…

Fig. 5 Composite curves in the black-box. In each segment
heat can be exchanged using various combinations of the hot
and cold streams shown in Fig. 3
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between 30°C~slightly higher than the ambient temperature! and
180°C~a little lower than the final temperature of the compressed
air! depending on the overall pressure ratio.

The gas turbine model includes an intercooled compression
with intermediate air bleeding for the cooling of the first three
turbine stages~the first nozzle is cooled by humid air extracted at
the saturator outlet!. The cooling flows are calculated separately
for each stator and rotor blade row using the mathematical rela-
tionships suggested by Stecco and Facchini@16#. The main oper-
ating parameters are shown in Table 2. Most of them are obtained
by adjusting the model to the performances of an actual aero-
derivative gas turbine~GE LM2500PE! operating in the northeast
of Italy.

The simulation of the saturator is performed using the Radfrac
module included in the Aspen Plus library. The adiabatic operat-
ing conditions and the value of the relative air humidity at the
outlet are specified, whereas the mass flow rates and the thermo-
dynamic conditions of the input streams are known from the cal-
culations in the other components. Using an iterative process the
code calculates the mass flow rates and the thermodynamic con-
ditions of the outlet streams that fulfill the mass and enthalpy
balance of the saturator.

The simulation results~Table 3! are explained in the following.

• The optimal aftercooler outlet temperatureTac is approxi-
mately located in the middle of its variation range~30–180°C!
and is a little higher than the temperature of the water at the
bottom of the saturator. An example of CCs above the optimal
value of Tac is shown in Fig. 6. From this figure we note that a
decrease inTac from 180°C to 150°C generates a decrease in the
slope of the upper part of the CCC. This leads to an increase in the
total water flow rate sent to the saturator~inversely proportional of
the slope!. An example of CCs below the optimal value ofTac is
shown in Fig. 7. ForTac560°C andTac530°C the slope of the
upper part of the CCC is almost constant since the thermal flow
caused by the decrease ofTac below its optimal value cannot be
used to heat the water sent to the saturator becauseTac is lower
than the temperature of the water at the bottom of the saturator.
Below this temperature the stream LPA is enough to heat the cold
streams~MUW and FUEL! and the aftercooling thermal flow is
released to the environment. Moreover, the decrease in the air
temperature at the saturator inlet (Tac) generates a decrease in the
water content of the humid air, resulting in a decrease of the total
plant efficiency.

• The optimal value of the intercooling final temperatureTic is

the minimum allowed value~25°C!, which also minimizes the
compression work. The optimal value of the intermediate pressure
ratio bHP/bLP is close to the ‘‘local’’ optimal value determined by
deriving the expression of the polytropic compression work at
constant values of the inlet and intercooling temperatures and
overall pressure ratio~b!. Higher values forTic and different val-
ues forbHP/bLP lead to higher temperatures of the water at the
saturator inlet (Tw). However, the increase in the turbine power is
lower than the increase in the compression work, resulting in a
decrease in the net power and in the total plant efficiency.

• The optimal value ofb is equal to 20. However, the total
plant efficiency is not greatly affected by this variable, whereas
the specific power increases as the pressure ratio increases~Table
3!. In fact, in the regenerative cycles lower values ofb generate
higher exhaust gases temperatures and higher air temperatures at
the combustion chamber inlet. In addition to this effect, when the
values ofb increase in the HAT cycle there is a positive effect
due to the higher intercooling and aftercooling thermal flows.

3. Conclusions
The methodology for the thermodynamic optimization of a

plant structure presented here mainly consists in optimizing a
‘‘basic configuration’’ of the total plant in which the physical
structure of the heat exchanger network is left ‘‘free’’ and substi-
tuted by hot and cold thermal flows.

The optimization of the basic plant configuration is performed
using repeated simulations and a suboptimization procedure~op-
erating within the main optimization procedure! that determines
the optimal boundary conditions between the heat exchange sec-
tion and the rest of the plant independently of the structure of the
heat exchanger network. Thus, the results of the optimization ap-
ply to all the heat exchanger networks that fulfill these boundary
conditions. The second part of the paper discuss how to find these
networks, and consequently the optimal structure of the total
plant.

The main results of the optimization applied to the HAT cycle
are:

~i! For each value of the total pressure ratio, the highest total
plant efficiencies are obtained for values of the intermediate pres-
sure ratio (bHP/bLP) and of the final intercooling temperature
(Tic) close to those that minimize the compression work.

~ii ! The aftercooling has a positive effect on the total plant
efficiency only when the aftercooling thermal flow can be used to
heat part of the water at the bottom of the saturator.

Fig. 6 Composite curves for TacÄ150°C and TacÄ180°C „above
the optimum …

Fig. 7 Composite curves for TacÄ60°C and TacÄ30°C „below
the optimum …
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~iii ! The total pressure ratio does not have a significant influ-
ence on the total plant efficiency. The maximum value~54.59
percent! is obtained with a total pressure ratiob520. Only slight
decreases are obtained forb510 ~54,24 percent! and b530
~54,11 percent!.

This optimization methodology is of general validity since it
can be used in all the systems that have a ‘‘heat exchange sec-
tion’’ where the heat exchangers can be interconnected in differ-
ent ways to get the best plant performances. As shown in the
paper, it is crucial to correctly define and optimize the variables at
the boundaries between the heat exchange section and the rest of
the plant.
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Thermodynamic Optimization of
the HAT Cycle Plant
Structure—Part II: Structure of
the Heat Exchanger Network
In Part I of the paper a thermodynamic optimization methodology was presented for the
‘‘basic’’ configuration of a humid air turbine cycle plant in which the heat exchange
section is viewed as a black-box separated from the rest of the plant (basic components),
having a fixed structure. The results of the optimization apply to all the heat exchanger
networks that fulfill the optimal boundary conditions between the black-box and the rest
of the plant. The aim of this part is to define these heat exchanger networks using a
combination of Pinch Technology and Second Law insights. The possibility of a further
reduction in the number of heat exchangers is then investigated in order to achieve the
best compromise between high performances and structural simplicity.
@DOI: 10.1115/1.1339000#

1. Introduction
The optimization methodology presented in the first part of the

paper considers the part of the humid air turbine~HAT! cycle
plant having a fixed structure separate from the part associated
with the internal thermal exchanges, i.e., the so-called black-box.
In fact, the possible variations in plant structure are usually lim-
ited to the latter, where the heat exchangers can be interconnected
in different ways to maximize the thermal exchanges. This meth-
odology makes it possible to optimize more than one plant struc-
ture by optimizing only the one defined as the ‘‘basic plant con-
figuration.’’ As explained in the first part, this is possible if the
boundary conditions between the black-box and the rest of the
plant are appropriately defined and optimized.

After optimizing the operating conditions of the basic plant
configuration, the heat exchangers within the black-box can be
interconnected in different ways, each one fulfilling the optimal
black-box boundary conditions. This consists in defining heat ex-
changer networks~HENs! starting from known values of thermal
capacities and initial and final temperatures of the hot and cold
flows in the black-box. Practical rules of Pinch Technology@1#
and Second Law insights@2,3# are used to define the HENs.

Thus, according to this methodology, the choice of the optimal
plant structure is reduced to the choice of the optimal structure of
the HEN, i.e., the one having the minimum number of heat ex-
changers among those that fulfill the optimal conditions at the
black-box boundaries.

The effects of further reductions in the number of heat exchang-
ers are then investigated in order to find the best compromise
between high efficiency and structural simplicity. The investiga-
tion begins with the observation that even remarkable variations
from the optimal values of some choice variables~found in the
first part! do not significantly affect the total plant efficiency.

2. Composite Curves of the Heat Exchange Section in
the Optimum Conditions

The composite curves~Section 2.3.1—Part I! of the heat ex-
change section in the conditions of maximum total plant effi-

ciency for the total pressure ratiosb510, 20, 30 are shown in
Figs. 1a, 1b, and 1c respectively. SegmentsGI andCD should be
as parallel as possible in order to maximize the amount of water
that evaporates in the saturator. This condition was obtained in the
two different plant structures suggested in Chiesa et al.@4# and
Xiao et al. @5# where the heat capacity of the water sent to the
saturator was set equal to the sum of the heat capacities of the hot
streams. If this condition is imposed, it is possible that the mini-
mum allowed exhaust gas temperature~105°C! be violated~i.e.,
lower values can be obtained!. For this reason the mass flow rate
of the water sent to the saturator is considered here to be a depen-
dent variable and the exhaust gas temperature is fixed at 105°C
~the make-up mass flow rate is considered independent, see Sec-
tion 2.2—Part I!. According to these hypotheses, segmentsGI
andCD in Fig. 1c are almost parallel in the optimum conditions
for b530. In this case, the temperaturesTac andTexg almost co-
incide ~point D! and are 10°C higher than the temperature of the
water at the bottom of the saturator~TI in Figs. 1a, 1b, and 1c!.
Vice versa, segmentsGI andCD cannot be parallel when shifting
from b530 to b520 andb510 ~Figs. 1a and 1b! because, while
TI decreases progressively,Texg is fixed at the minimum value
~105°C!.

3. Heat Exchanger Networks That Achieve the Maxi-
mum Total Plant Efficiency

The HEN structures which perform the heat exchange within
the black-box in the conditions of total plant maximum efficiency
~found in Part I! are defined here using a combination of practical
rules of Pinch Technology and Second Law insights. More than
one HEN can satisfy the optimal values of the inlet and outlet
temperatures and mass flow rates of the streams in the black-box
~Fig. 2—Part I!. Each of these HENs leads to the same overall
plant performances~see also Bram and De Ruyck,@6#!. The exis-
tence of at least one HEN that perform the heat exchange is as-
sured, since the composite curves were used to define the optimal
boundary conditions of the black-box~Section 2.3.1—Part I!.

After defining the composite curves, the first step in the HEN
design is the ‘‘grid representation’’@1#, which is drawn separately
above and below the pinch point, according to the rules of Pinch
Technology.

3.1 Total Pressure Ratio„b… Equal to 20. The design of
the HENs forb520 is presented in this section. Forb520 the
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pinch point in the optimum conditions is located at 192.82°C and
182.82°C for the hot and cold streams, respectively (DTmin
510°C) ~see Fig. 1b!.

First HEN (Two Aftercoolers—Two Economizers).Above the
pinch point the hot streams HPA and EXG~Fig. 3 in Part I! must
be cooled without releasing heat to the environment~see Linhoff
et al. @1#!; thus, the cold stream SW is split into at least the two
streams SW1 and SW2~Fig. 2!. According to the Second Law, to
make a heat exchange feasible immediately below the pinch point,
the thermal capacity of each cold stream must not exceed the
thermal capacity of the hot stream matched to it. To assure this,
the SW stream is split into three streams matched with the hot
streams LPA, EXG, and HPA in the heat exchangers IC1, EC2,
AC2.

The thermal capacities of the streams SW3 and SW4 are calcu-

lated in order to complete the thermal exchange of the hot streams
HPA and EXG. In this way the cold stream SW is heated in AC1
and EC1 above the pinch and in AC2, EC2, and IC1 below the
pinch. The make-up water~MUW! is heated in IC2. The heat
required for fuel preheating is supplied in IC1 and IC2. The inter-
cooler IC3 completes the cooling of the LPA stream to 25°C,
releasing heat to the environment.

The number of heat exchangers in Fig. 2 can be decreased by
eliminating IC2. This is done by mixing the stream MUW with
the water flow~SW5! sent to IC1~see Fig. 3a!. In this case, the
optimum conditions found in part I of this work are not precisely
fulfilled ~the fuel is preheated only up to 80°C!, but the total plant
efficiency decreases very little~54.50 percent!. Indeed, the opti-
mization procedure does not lead to ‘‘the optimum’’ but to a point
‘‘close to the optimum.’’ Thus, small deviations from this point
do not lead to significant changes in the plant performances.

Second HEN (One Aftercooler—One Economizer).The
economizers EC1 and EC2 and the aftercoolers AC1 and AC2 in
Figs. 2 and 3a are grouped into the single units AC and EC~Fig.
3b!. Accordingly, the streams SW1, SW3 and SW2, SW4 become
single streams.

As a result, the SW stream is split into three streams above the
pinch, the third of which~SW5! is not heated. According to the
Second Law, the thermal capacities of a cold stream above the
pinch must be greater than or equal to that of the hot stream
matched to it, vice versa below the pinch. Thus, the thermal ca-
pacities of the cold streams SW1 and SW2 must be equal to those
of the hot streams HPA and EXG, respectively. This results in a
thermal exchange in EC and AC with a constant minimum tem-
perature difference~10°C!.

To get this value at the cold end of EC and AC as well, SW1
and SW2 must be heated up to 90°C and 95°C in the heat ex-
changers IC5 and IC4, respectively. Nevertheless, IC5 can be
eliminated by imposing the HPA outlet temperature (Tac) 10°C
higher than the SW inlet temperature, without significant effects
on the total plant efficiency~54.55 percent!. It is worth noting that
if IC4 is eliminated, the outlet temperature of the EXG stream
would be lower than its minimum value~105°C!. Furthermore, the
intercooler IC2 cannot be eliminated because of the presence of
IC4.

Third HEN (One Aftercooler—Two Economizers).A third op-
tion consists in grouping the aftercoolers AC1 and AC2~in Figs.
3a and 3b!, while keeping the economizers EC1 and EC2 separate
~see Fig. 3c!. In this case, IC5 is needed to precisely fulfill the
optimal boundary conditions of the black box, whereas IC4 is not
required. However, IC2 and IC5 can be eliminated as explained
for the first and second HENs, respectively. This results in the
plant structure in Fig. 4, having the minimum number of heat
exchangers forb520. Also in this case, the effect on the total
plant efficiency~54.50 percent!, due to the decrease in the final
temperature of the FUEL stream~85°C!, is negligible. Note that
the values of some of the thermodynamic parameters obtained
from the simulation of the complete plant structure in Fig. 4 are
slightly different from those in Fig. 3c, which were obtained from
the simulation of the basic plant configuration.

Fourth HEN (Two Aftercoolers—One Economizer).In the
fourth option ~Fig. 3d! the aftercoolers AC1 and AC2 are kept
separate, whereas the economizers EC1 and EC2 are put together
into the single unit EC. The intercoolers IC4 and IC2 cannot be
eliminated ~see the second HEN for details—Fig. 3b!, whereas
IC5 is not required. The HEN includes two more heat exchangers
than the third one. The total plant efficiency is 54.55 percent.

3.2 Total Pressure Ratio„b… Equal to 10. For b510, in
the optimum conditions the pinch is located at a temperature of
147.02°C for the hot streams and 137.02°C for the cold streams
~see Fig. 1a!.

Fig. 1 Composite curves in the optimum operating conditions
of the basic configuration for different values of the total pres-
sure ratio. a bÄ10, b bÄ20, c bÄ30
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First HEN (Two Aftercoolers—Two Economizers).In addition
to the SW stream, the FUEL stream must be heated as well above
the pinch point forb510 ~Fig. 5a!. Nevertheless, it cannot be
directly matched to a hot stream~HPA or EXG! because its ther-
mal capacity is too low. Therefore, SW is split into the two
streams SW1 and SW2 and the FUEL stream is heated in EC1
together with SW2.

Below the pinch it would be possible to directly match the
FUEL stream with each one of the three hot streams but the sum
of the heat capacities of the two remaining ones would not be
sufficiently high to heat SW up to the pinch. Therefore, it is nec-
essary to split SW into three streams matched with the three hot
streams using the heat exchangers EC2, AC2, and IC1, and to heat
the FUEL stream in one of these heat exchangers~we chose IC1!.

Fig. 2 Grid representation of the first HEN for bÄ20 „two aftercoolers—two economizers …. Numbers represent temperatures
„°C…, the heat flows „kW… and the thermal capacities „kWÕ°C… are included within square and round parentheses, respectively.

Fig. 3 Grid representations of the four HENs fulfilling the optimal boundary conditions at the black-box boundaries for
bÄ20; a two aftercoolers, two economizers; b one aftercooler—one economizer; c one aftercooler, two economizers; d two
aftercoolers, one economizer. Numbers represent temperatures „°C…; the heat flows „kW… and the thermal capacities „kWÕ°C…

are included within square and round parentheses, respectively.
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Fig. 4 Optimum plant structure for bÄ20 „third HEN: one aftercooler—two economizers …. IC2 and IC5 in the grid represen-
tation in Fig. 3 c have been eliminated by mixing the stream MUW with the water flow sent to IC1 „SW3… and by imposing the
HPA outlet temperature 10°C higher than the SW5 inlet temperature.

Fig. 3 „Continued…
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The thermal capacities of the streams SW3 and SW4 are calcu-
lated in order to complete the thermal exchange in EC2 and AC2.
The rest of the HEN is designed as forb520. The intercooler IC2
can be eliminated forb510 as well, as explained forb520. In
this case the aftercooling final temperature is fixed at 78°C, i.e.,
10°C higher than the inlet temperature of SW3. The total plant
efficiency is equal to 54.24 percent.

Second HEN (One Aftercooler—One Economizer).As was al-
ready done forb520, it is possible to group the heat exchangers
operating above and below the pinch into the unitsAC and EC
~Fig. 5b! for b510 as well. Nevertheless, the FUEL stream cannot
be heated inAC andEC because the thermal capacities of the hot
and cold streams in these heat exchangers must be equal to each
other ~see the second HEN forb520!. Therefore, the FUEL
stream can be heated only up to the pinch point~137.02°C!. The
thermal flow required to reach 140°C is taken from the regenera-
tor and this results in a small drop in the EXG inlet temperature
~from 190.95 to 190.84°C!. However, this stream makes the exact
thermal flow required to heat SW up to its final temperature
~162.68°C! available since the lower thermal flow available in the
black-box from EXG is exactly compensated by the lower heat
requirement of FUEL.

The heat exchangers IC4 and IC5 are needed to preheat the
streams SW1 and SW2 up to 70 and 95°C, respectively. As has
already been explained forb520, IC5 can be eliminated by

slightly modifying the final temperature of the HPA stream~from
80 to 78°C!. In this case the total plant efficiency is 54.25 percent.

Third and Fourth HENs (One Aftercooler—Two Economizers,
Two Aftercoolers—One Economizer).The third and fourth
HENs are almost equal to the corresponding ones forb520 ex-
cept for the FUEL heating above the pinch, which must be per-
formed in the heat exchangers EC1 and AC1~see Figs. 5c and
5d!. The total plant efficiencies are equal to 54.22 percent and
54.25 percent for the third and fourth HENs, respectively. As for
b520, the third HEN includes the minimum number of heat ex-
changers, and the related plant structure is shown in Fig. 6.

3.3 Total Pressure Ratio„b… Equal to 30. For b530, in
the optimum conditions the temperatures at the pinch point for the
hot and cold streams are equal to 208.99°C and 198.99°C, respec-
tively ~see Fig. 1c!. Consequently, the two streams to be cooled
above the pinch are HPA and LPA~Fig. 7! ~instead of HPA and
EXG for b510 and 20!. For the same reasons explained for
b520, the stream SW must be split into at least two parts above
the pinch and in three parts below it. The aftercoolers and inter-
coolers operating above and below the pinch can be grouped or
left separate~only the option with grouped aftercoolers and inter-
coolers is presented here!.

For b530 the initial temperature of the stream SW is too high
~95.7°C! to cool the hot streams HPA and EXG to their final

Fig. 5 Grid representations of the four HENs fulfilling the optimal boundary conditions at the black-box boundaries for
bÄ10. a two aftercoolers, two economizers; b one aftercooler—one economizer; c one aftercooler, two economizers; d two
aftercoolers, one economizer. Numbers represent temperatures „°C…, the heat flows „kW… and the thermal capacities „kWÕ°C…

are included within square and round parentheses, respectively.
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temperatures~100 and 105°C!. To strictly fulfill the black-box
boundary conditions, it is therefore necessary to use the cold
streams MUW and FUEL to cool the hot streams HPA and EXG
in the heat exchangers AC2 and EC2. Nevertheless, AC2 and EC2
can be eliminated with negligible penalties on the total plant effi-
ciency, by imposing the final temperatures of the streams HPA
and EXG equal to the temperatures at the outlet of AC1 and EC1,
respectively. Accordingly, the plant structure takes the form in
Fig. 8 and the plant efficiency is 54.07 percent. In this structure
the make-up water stream~MUW! is mixed with the water stream
~SW2! sent to IC1, the initial temperature of which becomes
42.6°C.

3.4 Remarks. The structure of the various HENs in the heat
exchange section depends on the black-box boundary conditions
found in Part I of the paper, which are different for different
values of the total pressure ratio.

From the discussion in Sections 3.1–3.3 we inferred that the
heat can be recovered separately in the two sections above and
below the pinch by considering the heat exchangers operating
above and below the pinch to be~i! separate or~ii ! joint, or the
intermediate options to be~iii ! joint aftercoolers—separate econo-
mizers and~iv! separate aftercoolers—joint economizers.

The four options lead to very similar HENs forb510 and 20
~the only differences are related to the heating of the FUEL
stream!. For b530 the different hot streams above the pinch
~HPA and LPA instead of HPA and EXG! result in different
HENs, particularly when using separate heat exchangers above
and below the pinch.

~i! Using the first option~separate heat exchangers! for b510

and 20 the water stream SW can be suitably split to complete the
cooling of the hot streams~HPA and EXG! to their optimal final
temperatures. However, this option implies the preheating of the
water streams MUW and SW in the intercoolers IC2 and IC1.
However, IC2 can be eliminated with small adjustments to the
temperatures at the black-box boundaries, so that the total number
of heat exchangers is six~AC1, AC2, EC1, EC2, IC1, IC3!. For
b530, the option with separate heat exchangers above and below
the pinch is not presented here. As forb510 and 20, it would
include one aftercooler, one economizer, and two intercoolers~in-
cluding the dissipative one! below the pinch, whereas it would
need one intercooler and one aftercooler~instead of one econo-
mizer and one aftercooler! above the pinch.

~ii ! The second option consists of grouping aftercoolers and
economizers~for b510 and 20!, or aftercoolers and intercoolers
~for b530!. When using this option, the thermal capacities of the
streams crossing the pinch point in the joint heat exchangers must
be equal to achieve the maximum heat exchange, thus obtaining a
thermal exchange with constant minimum temperature difference
~10°C!. To fulfill this condition for b530 it is necessary to
slightly increase the optimal final temperature of HPA by setting
its value 10°C higher than the temperature of the water at the
bottom of the saturator~initial temperature of RW!. A thermal
exchange withDTmin510°C can be also obtained in the econo-
mizer by imposing aDT510°C at the cold end of this heat ex-
changer. In this way the final temperature of the exhaust gases
~107.6°C! is higher than 105°C~minimum allowed value! since
the temperature of the water at the bottom of the saturator is
97.6°C ~see Fig. 8!. In this case the HEN has only four heat
exchangers~two intercoolers, one aftercooler, and one econo-

Fig. 5 „Continued…
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mizer! and differs only for the fuel preheating from the HEN
suggested by Xiao et al.@5#!. For b510 and 20 this solution can-
not be applied to the EXG stream because its final temperature
would be lower than the minimum allowed value~105°C!. Thus, it
is necessary to preheat the water flow rate sent to the economizer
in a supplementary heat exchanger~IC4!. In this way the total
number of heat exchangers~six! is reduced of only one unit com-
pared to the option using separate heat exchangers.

~iii ! The minimum number of heat exchangers forb510 and
20 is obtained by grouping the aftercoolers operating above and

below the pinch while leaving the economizers separate~Figs. 4
and 6!. These HENs include five heat exchangers, i.e., only one
more economizer than the optimal HEN forb530.

~iv! When aggregating the economizers forb510 and 20, it is
necessary to preheat the water entering the economizer in the
intercooler IC4~from 87.16 to 95°C! to fulfill the lower limit of
the exhaust gases temperature~105°C! and consequently to heat
the MUW stream in the intercooler.~Figs. 3d and 5d!. Thus, the
total number of heat exchangers~six! is increased by one unit with
respect to option iii.

Fig. 6 Optimum plant structure for bÄ10 „third HEN: one aftercooler—two economizers …. IC2 and IC5 in the grid represen-
tation in Fig. 5 c have been eliminated by mixing the stream MUW with the water flow sent to IC1 „SW3… and by imposing the
HPA outlet temperature 10°C higher than the SW5 inlet temperature.

Fig. 7 Grid representation of the HEN for bÄ30 „one aftercooler—one economizer …. Numbers represent temperatures „°C…,
the heat flows „kW…, and the thermal capacities „kWÕ°C… are included within square and round parentheses, respectively.
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The optimal HEN forb530, having the minimum number of
heat exchangers, can also be used forb510 and 20. Two possible
situations may occur in this case:

1 The thermal capacities of the hot and cold streams in the
intercooler and in the aftercooler are set equal to each other. This
implies that the thermal capacity of the water sent to the econo-
mizer is lower than the thermal capacity of the exhaust gases, or
that the lower limit for the exhaust gases temperature~105°C! is
violated.

2 The thermal capacities of the hot and cold streams in the
economizer are set equal to each other by increasing the aftercool-
ing final temperature (Tac) until the temperature of the water at
the bottom of the saturator is 95°C. In this case theDT at the cold
end of the aftercooler is higher than 10°C, so that the thermal
capacity of the water stream in the aftercooler is lower than the
thermal capacity of the air stream.

In both cases the optimal conditions at the black-box bound-
aries are not exactly fulfilled. Forb520 the differences are neg-
ligible ~the water temperature gain in the intercooler IC4 before
the economizer inlet is only 9°C! and the total plant efficiency is
54.54 percent. Forb510 the water mass flow rate sent to the
saturator (ṁ/ṁa50.581) is much higher than the optimal one
(ṁ/ṁa50.5447—Fig. 6!, whereas its temperature is lower
~156.5°C instead of 161.7°C!. In any case the effect on the total
plant efficiency is not significant~h554.21 percent!.

4. Conclusions
In Part I of this paper the optimum operating conditions of the

‘‘basic HAT cycle plant configuration’’ were obtained. In this

second part the various HENs that perform the heat exchange
process in the black-box of the basic plant configuration were
defined and analyzed, focusing attention on those having the mini-
mum number of heat exchangers.

The main results of the analysis can be summarized as follows:

• The need to release heat to the environment explains why
there is a dissipative heat exchanger in all the plant structures~the
intercooler IC3 in Figs. 2–8 is chosen here—this heat exchanger
is not mentioned again in the following for brevity!.

• When the total pressure ratiob is equal to 30 the optimal
conditions at the black-box boundaries can be approximately ful-
filled using one intercooler, one aftercooler, and one economizer
~only slight deviations from the optimal values of the final tem-
peratures of the hot flows were observed!.

• For lower pressure ratios~b520, 10! the minimum allowed
value for the temperature of the exhaust gases imposes the exis-
tence of at least one more heat exchanger~an economizer!.

• Even quite important deviations from the optimal values of
the choice variables found in the first part of the paper might not
have significant effects on the total plant efficiency~the optimiza-
tion process leads to points of relative maximum!. This led us to
consider the simplest plant structure for the lower pressure ratios
~b510 and 20! as well. In this case, forb520, the value of the
total plant efficiency is practically unchanged with respect to the
one obtained using the optimal structure. Forb510, this effi-
ciency decreases by only 0.4 percent.

• Thus, we can conclude that in the range of pressure ratios
considered here~b510–30! the maximum total plant efficiency
can be attained either exactly or approximately by including one
intercooler, one aftercooler, and one economizer in the plant

Fig. 8 Optimum plant structure for bÄ30 „one aftercooler—one economizer …. AC2 and EC2 in the grid representation in Fig.
7 have been eliminated by imposing the final temperatures of the streams HPA and EXG equal to the temperatures at the
outlet of AC1 and EC1, respectively.
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structure~besides the dissipative intercooler!. Further increases in
the number of heat exchangers are not useful for improving the
total plant efficiency even with lower pressure ratios when they
would be suggested by the strict agreement with the black-box
optimal boundary conditions.

• The indications deriving from this thermodynamic optimiza-
tion are believed to be a good basis for the choice of the actual
plant structure. This choice is to be made in any case after intro-
ducing in the analysis the cost of the devices and performing a
thermoeconomic optimization@7#.
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Entropy Production as a
Predictive Performance Measure
for Turbomachinery
It is proposed that consideration be given to an alternative, streamlined manner for
mathematical modeling of the performance of energy conversion and transfer equipment.
We make the case, here, by application to compressors. It is advocated that, instead of
using an expression for efficiency as one of the governing equations, performance can be
accounted for directly, with entropy production. It is shown that: (1) the modeling is more
straightforward, using fewer relations, and (2) that compressor performance (e.g., maps)
can be represented equally well.@DOI: 10.1115/1.1339983#

Introduction
Traditionally, various expressions for efficiency have been used

to describe the performance of energy conversion hardware.
These expressions, along with mass and energy balances, property
relations, and appropriate boundary conditions are used to thermo-
dynamically model a piece of hardware.

An equally valid set of governing relations can be obtained by
deleting the efficiency and replacing it with an alternative, an
expression for the entropy production in the hardware. This is
desirable for two main reasons.

First, repetition that is present in the current modeling proce-
dures is avoided. Consider compressors for example; today’s
modeling first solves for the performance of a hypothetical, ideal
compressor. Then after correcting the calculated power input by
using the efficiency, the energy balance and property relations are
used a second time in order to determine the outlet conditions
from the machine. Furthermore, if it is desired to evaluate the
entropy production, the entropy balance needs to be used again. In
any case, note that an entropy balance has been used, at least
implicitly, in order to solve for the ideal performance.

Second, the use of dimensionless entropy production, instead of
efficiency, presents a unified approach to equipment modeling,
independent of the type of equipment. Today, each type is de-
scribed with one of several efficiency definitions, such as isentro-
pic efficiency, thermal efficiency, COP, heat exchanger effective-
ness, and so on.

While these two drawbacks of the traditional procedures may
appear to be only pedagogical, an entropy production approach
could have advantages in simulation systems programming by re-
ducing the amount of code necessary to model many pieces of
equipment.

This paper will demonstrate the feasibility of replacing tradi-
tional isentropic efficiency with entropy production in the model-
ing of a compressor. The method outlined here should be equally
applicable to other turbomachinery. To begin, the set of governing
equations for both methods are shown.

Governing Equations for a Compressor1

The equations developed here are for a simple compressor with
no extractions. Kinetic energy contributions are neglected for clar-
ity. The compressor is considered adiabatic. The boundary condi-

tions for both cases are taken as the inlet conditions~temperature,
pressure, and composition!, the rotational speed~N! of the com-
pressor and the pressure ratio~P!. The desired output of the math-
ematical model is power and the outlet state~e.g.,T2!.

With Isentropic Efficiency. A set of 11 governing equations
is necessary for modeling a compressor given the above boundary
conditions. These equations consist of balances, property rela-
tions, and performance relations.

Energy Balances

ṁ~h12h2!1Ẇ50 (1)

ṁ~h12h2,ideal!1Ẇideal50 (2)

Entropy Balance

s12s2,ideal50 (3)

Property Relations

h2,ideal5h~p2 ,s2,ideal! (4)

h15h~p1 ,T1! (5)

s15s~p1 ,T1! (6)

T25T~p2 ,h2! (7)

Performance Relations

P5
p2

p1

(8)

hs5
h2,ideal2h1

h22h1

5
Ẇideal

Ẇ
(9)

hs5h~P,N,R,T1! (10)

ṁ5ṁ~P,N,R,T1 ,p1! (11)

The foregoing system of equations is representative of indus-
trial practice, where the right hand side of Eqs.~10! and ~11! are
given by a performance map. In the typical textbook problem, the
right-hand side of these two equations would be replaced bygiven
numbers, and rotational speed would not enter.

With Entropy Production. An equivalent set of governing
equations, with the efficiency expressions replaced by an entropy
production, can be formed with two fewer equations.

Energy Balance

ṁ~h12h2!1Ẇ50 (1)

1With sign changes, these sets of governing equations would be equally valid for
a turbine.
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Entropy Balance

ṁ~s12s2!1Ṡp50 (12)

Property Relations

h25h~p2 ,s2! (13)

h15h~p1 ,T1! (14)

s15s~p1 ,T1! (6)

T25T~p2 ,s2! (15)

Performance Relations

P5
p2

p1
(8)

Ṡp5Ṡp~P,N,R,T1! (16)

ṁ5ṁ~P,N,R,T1 ,p1! (11)

Not only are there two fewer equations here, but all of them
relate, directly, to ‘‘reality’’—none are for hypothetical circum-
stances.~Also, the same system of equations could likewise be
used to model other fluid machinery; e.g., a gas turbine.!

The question remains, ‘‘Are the performance relationships
represented by Eqs.~11! and ~16! amenable to convenient,
accurate representation by performance maps, dimensionless or
quasidimensionless?’’

Dimensional Analysis
In practice, it is impractical to map compressor performance for

all possible operating points. So, efficiency and speed are mapped
as parameters, with pressure ratio and dimensionless mass flow as
coordinates. Therefore, a dimensional analysis will now be pre-
sented to find a dimensionless entropy production. Then it will be
tested to compare its suitability as a replacement for efficiency, on
a performance map.

Buckingham Pi Theorem. First, we allow

Ṡp5Ṡp~ṁ,P1 ,P2 ,T1 ,N,D,R,g,n! (17)

This gives us a function of nine variables in four fundamental
dimensions, which will allow a dimensionless expression for en-
tropy production to be expressed as a function of five other di-
mensionless terms.

Four variables containing all four fundamental dimensions are
selected, yielding the set (ṁ,T1 ,D,R). The variables have funda-
mental dimensions as follows:

Ṡp@5#
L2M

t3Q
(18a)

ṁ@5#
M

t
(18b)

T1@5#Q (18c)

D@5#L (18d)

R@5#
L2

t2Q
(18e)

We can multiply powers of these terms together in order to find
the first pi term.

ṠpṁaT1
bDxRd5P1 (19)

Or, in terms of dimensions,

S L2M

t3Q D S M

t D a

~Q!b~L !xS L2

t2Q D d

51 (20)

which gives four equations with four unknowns:

21x12d50 (21a)

11a50 (21b)

232a22d50 (21c)

211b2d50 (21d)

The solution of these equations yielda521, b50, x50, d
521, or Ṡp /ṁR, which will be referred to subsequently ass, the
dimensionless entropy production.

Similar manipulation of the other variables@1#, along with mul-
tiplication by one another and the raising of them to powers, yield
the groups

ṁART1

pD2 ,
p2

p1
,

ND

ART1

,
ND2

v

These are the traditional groups on which efficiency is dependent.
Compressor maps typically will be based on the first three, or
modifications of them.~For example,D might not be included.!

Equivalence of Dimensionless Entropy Production with Ef-
ficiency. Beginning with the expression for entropy production,

Ṡp5ṁ~s22s1! (22)

Assuming constant specific heat and dividing through by mass
flow yields

Ṡp

ṁ
5cp lnS T2

T1
D2R lnS p2

p1
D (23)

It can readily be shown that

T2

T1
5

S P2

T1
D R/cp

11

h
(24)

Substituting ~24! into ~23!, dividing by R, and using P
5p2 /p1 yields

Ṡp

ṁR
5

cp

R
lnS PR/cp11

h D2 ln~P! (25)

As

s5
Ṡp

ṁR

and

g21

g
5

R

cp
,

s5
g

g21
lnS Pg21/g11

h D2 ln~P! (26)

Equation~26! shows that dimensionless entropy production is a
function only of efficiency and variables upon which both it and
efficiency depend. Therefore, dimensionless entropy production
must workat least as well asefficiency in describing the perfor-
mance of turbomachinery.

Testing of Dimensionless Relationships
Although the equivalence of dimensionless entropy production

and efficiency were shown above, the authors desired to test this
equivalence for a practical case. For this test, a hypothetical com-
pressor off-design performance was computed from both maps of
efficiency and dimensionless entropy production. Specific heats
were not assumed constant in this testing.

Creation of Performance Map Based on Efficiency. The
first step in testing was to create a performance map based on
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efficiency, which could later be converted to dimensionless en-
tropy production. A map for a hypothetical compressor was cre-
ated, based on typical performance of an axial compressor. The
map was made quasidimensionless, with anx axis of

M* 5ṁA RT

R0T0

p0

p
(27)

a y axis of pressure ratio, islands of constant efficiency, and lines
of rotational speed,

N* 5NAR0T0

RT
(28)

Here the subscript 0 represents design conditions, taken to be ISO
conditions~288.15 K, 101.3 kPa, 60 percent relative humidity!.

This graphical map was converted to computer use by program-
ming interpolation functions, which worked from tabulated data.
Mass flow and efficiency were made functions of speed and pres-
sure ratio.

The efficiency map is shown in Fig. 1.

Creation of Performance Map Based on Dimensionless En-
tropy Production. Next, a map with dimensionless entropy pro-
duction replacing efficiency was created. This was accomplished
simply by using the efficiency map to calculate a dimensionless
entropy production for numerous pressure ratios and speedsat
design conditions. This map is shown in Fig. 2.

Comparison of Results for Off-Design Operation. Finally,
the dimensionless relationship was tested by varying conditions
away from design, calculating compressor performance with di-
mensionless entropy production and back calculating efficiency.
Ideally, the efficiency calculated for a givenM* ~or N* ! and
pressure ratio should be the same as that determined directly from
the efficiency performance map. The differences between original
and back-calculated efficiencies are shown in Figs. 3–5. These
figures show differences at various pressure ratios for several
N* ’s. Maximum difference was 0.1 percent at 30°C for changes
in temperature, 0.038 percent at 1.1 bar for changes in inlet pres-
sure, and 2.0 percent atR5287.1 kJ/kg K for changes in compo-
sition. This difference is small and certainly within the accuracy
of a dimensionless map. Also, because dimensionless entropy pro-
duction stems from an arguably more basic set of governing equa-
tions, off design performance might be actually better represented
by it.

Example Calculations
An example calculation is shown here using both maps shown

in Figs. 1 and 2. Specific heats are assumed constant.

Fig. 1 Compressor map with efficiency

Fig. 2 Compressor map with dimensionless entropy
production

Fig. 3 Differences for varying gas constant

Fig. 4 Differences at various inlet temperatures
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With Isentropic Efficiency. For the conditions of T1
5288.15 K, p15101.3 kPa, relative humidity560 percent, and a
pressure ratio of three, at an angular speed of 41,400 rpm,T2 is
calculated as follows:

The inlet conditions are ISO, soN* 5N541,400. From Fig. 1,
h50.755. Using the set of governing equations that contain effi-
ciency,T2s is found to be 394.4 K, andT2 is found to be 428.9 K.

If the composition of the air is assumed to be the same, the exit
temperature can be found for the same conditions, with the excep-
tion of T15303.15 K. Using Eq.~28!,

N* 541,400A288.15

303.15
540,360

The efficiency corresponding to a pressure ratio of 3 and an
angular speed of 40,360 rpm is 0.743.T2 is found to be 453.7 K.2

With Dimensionless Entropy Production. The above calcu-
lations are now repeated with Fig. 2 and dimensionless entropy
production. For the first case, withT15288.15 K (N* 541,400),
s is found from Fig. 2 to be 0.292.

With the appropriate governing equations,T2 is found to be
428.7 K, the same as before within three significant figures. For
the second case, withT15303.15 (N* 540,360), from Fig. 2s
50.313. This results inT25453.7 K, the same as previously
calculated.

Importantly, no intermediate calculation of a hypotheticalT2s is
needed when using dimensionless entropy production.

Conclusions

Mathematical Modeling. It has been shown that the govern-
ing equations using a term for entropy production work at least as
well as those using efficiency. Moreover, the governing equations

using the terms for entropy production reduce the total number of
equations necessary for modeling a compressor. We maintain that
the explicit use of entropy balances, avoiding recourse to a two-
step solution is more ‘‘natural.’’ In all real processes, entropy is
generated, reflecting the kinetics of transport and conversion
processes—the causes of dissipation. That dissipation must be ac-
counted for in the governing equations. Formodeling~i.e., simu-
lation! purposes, rather than account for dissipation with
‘‘efficiency’’—in a different manner with a different definition of
efficiency for each type of equipment—dimensionless entropy
production provides a common technique for all types. Moreover,
explicit rather than implicit use of the entropy balance avoids the
need to solve for the ideal case before modeling the actual case,
and hence reduces the number of governing equations. In sum-
mary, especially for students and newcomers, much confusion is
avoided:~1! by providing a common technique,~2! by reducing
the number of governing equations, and~3! by avoiding the cir-
cuitous route of solving for a hypothetical, ideal case on the way
to the actual case.

In order to formulate a set of governing equations for modeling
of equipment or processes, what are the guiding principles? Today
the guiding principles generally are implicit, from experience—
either personal experience or ‘‘tradition’’~the experience of au-
thorities, who have gone before us!. We advocate the following
‘‘guiding principles.’’

1 Inquire, ‘‘What are the additive properties that are indepen-
dently being ~a! transferred to or from the system, and/or~b!
produced or consumed inside?’’ For each of these write a balance
equation.

2 To evaluate the transport terms and the net production terms
in each of the balances, find appropriate kinetic relations~or,
equivalently, for overall equipment, performance relations!.

3 To evaluate the content of each additive property within the
system, and the transport terms associated with flows, find the
relevant thermostatic property relations.

4 Complement the foregoing balances, kinetic relations, and
property relations with the pertinent initial and/or boundary
conditions.

The resultant system of mathematical equations needs to in-
clude, of course, as many independent equations as there are un-
knowns. This formalism is certainly not foolproof.3 Nevertheless,
it is useful—capturing in explicit form what we generally do im-
plicitly based upon experience. We find that it is helpful not only
in practice but also pedagogically. The students see a general
approach, applicable to all devices and processes, instead of
system-specific canned—‘‘Here’s how you solve this type of
problem,’’—maneuvers. Hence, being less preoccupied with
the different specific procedures, they get a better grasp of the
fundamentals.

Performance Relations. Because compressor performance is
normally presented in a dimensionless or quasidimensionless
form, a dimensional analysis was performed on the governing
equations including the entropy production. From this analysis, a
dimensionless term for entropy production was found. Testing of
this term revealed that it could replace efficiency on dimension-
less maps with no perceptible difference in precision. Further-
more, because this term stems from a more natural set of govern-
ing equations there is a strong possibility that this method would
lead to more accurate off-design predictions than efficiency.

One argument that could prevail against the use of entropy
production versus efficiency is this: A quantitative value of the
entropy productionapparentlygives the user little ‘‘feel’’ for how
poorly ~or how well! a device is performing. From an energy
standpoint, this difficulty can be alleviated by multiplying the rate
of entropy production by the appropriate temperature.~In the case

2In practice, the exit temperature is often calculated using the following two
formulas, which are derivable from the set of governing equations that include
efficiency:

T2s

T1
5Sp2

p1
D~g21!/g

(29a)

T22T15
T2s2T1

h
(29b)

The first represent ideal operation and the second corrects for the real operating
efficiency.

When the entropy production approach is used, the latter pair of equations can be
replaced by the single relationship

T25T1Ses
p2

p1
D~g21!/g

(30)

The latter equation~which is subject to the same approximations as the preceding
pair! is readily derivable from the entropy balance and property relations:

s5
Ṡp

ṁR
5

g

g21
lnST2

T1
D2lnSp2

p1
D (31) 3For example, this formalism gives no guidance regarding the choice between a

lumped or continuum model, a three-dimensional or one-dimensional model.

Fig. 5 Differences at various inlet pressures
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of compressors, this should be the inletT; see Ref.@2#.! That
product is a measure of wasted power because of irreversibilities
in the equipment.4

We emphasized ‘‘apparently’’ because, interestingly, thedi-
mensionlessentropy production is a direct measure of the~exer-
getic! inefficiency of the equipment. This can be observed by
comparing the peak value of dimensionless entropy production in
Fig. 2, with the peak value of efficiency in Fig. 1. The graphs are
not exact inverses of one another, as the isentropic efficiency of a
compressor approximates, but does not exactly equal the exergetic
efficiency.

Future articles will extend these concepts to other types of en-
ergy conversion hardware. Similar work has already been accom-
plished for heat exchangers@3#. Extensions of this work could
allow a unified equipment-independent approach to thermody-
namic modeling@4#.
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4h II 5ṁ@h22h12T0(s22s1)#/ṁ(h22h1)5(Ẇ2ṁRT0s)/Ẇ ~32!

With T05T1 for the compressor,

s5Ẇ~12hII !/ṁRT1 (33)

Thus,s is a dimensionless measure of the extent to which the actual exergy input to
drive the compressor exceeds the minimum conceivable exergy input required for the
exergy increase~of the compressed gas! that is actually accomplished by the com-
pressor. The last expression may be rewritten as (12h II )/ṁRT1 /Ẇ, which shows
that s is proportional to theinefficiency.
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A Study of Combustion
Characteristics of Gasified Coal
Fuel
The development of integrated, coal-gasification combined cycle (IGCC) systems provides
cost-effective and environmentally sound options for meeting future coal-utilizing power
generation needs in the world. The Japanese government and the Electric Power Indus-
tries in Japan promoted research and development of an IGCC system. We have being
working on developing a low-NOx combustion technology used in gas turbine combustors
for IGCC. Each gaseous fuel produced from some raw materials contained CO and H2 as
the main combustible components, and a small amount of CH4 . Compositions and calo-
rific values of gasified coal fuels varied widely depending on raw materials and gasifier
types. Gaseous fuel, produced in various gasifiers, has a calorific value of 4–13 MJ/m3,
which is about one-tenth to one-third that of natural gas. The flame temperatures of fuels
increase as the fuel calorific value rises. When the fuel calorific value rises 8 MJ/m3 or
higher, the flame temperature is higher than that of natural gas, and so NOx production
from nitrogen fixation is expected to increase significantly. Also, some gasified coal fuels
contain fuel nitrogen, such as ammonia, if the hot/dry type gas cleaning system is em-
ployed. These factors affect the combustion characteristics of the gasified coal fuel. In this
paper, we clarified the influence of gasified coal fuel properties on NOx and CO emis-
sions through experiments using a small diffusion burner and through numerical analysis
based on reaction kinetics. The main results were as follows: 1 NH3 conversion to NOx
increases with increasing CH4 concentration in gaseous fuel. 2 If gaseous fuel contains
CH4 , there will be some specific equivalence ratio in the primary combustion zone for the
minimum NH3 conversion to NOx in the two-staged combustion. 3 Its specific equiva-
lence ratio in the primary combustion zone increases with decreasing CH4 concentration
in gaseous fuel. 4 If the fuel contains a small percent of CH4 , there is no influence of the
CO/H2 molar ratio in the fuel on the conversion rate of NH3 to NOx , while there is an
influence in the case where fuel contains no CH4 . The conversion rate increases with
rises in theCO/H2 molar ratio. 5 As the pressure increases, the conversion rate of NH3
to NOx slightly decreases and the CO emission declines significantly.
@DOI: 10.1115/1.1287586#

Introduction
Coal is positioned as a vital source of energy both at the present

time and into the future because coal is widely distributed all over
the world and reserves are abundant. However, compared to oil
and natural gas, coal contains greater quantities of sulfur, nitro-
gen, and ash, etc., and produces more CO2 for the same fuel
calorific value. Therefore, the usage methods of coal must be
highly efficient and have excellent environmental protection fea-
tures. With respect to these conditions, research and development
into integrated coal gasification combined cycle system~IGCC
system! as the next method of thermal power generation using
coal have been carried out inside and outside of Japan@1#.

Japan has a national research and development project into air-
blown entrained-flow IGCC system using a pilot plant with a ca-
pacity of 200 tons per day. An oxygen-blown IGCC system is
under development overseas@2#. The calorific value of gasified
coal fuel differs according to the type of gasification agent used in
the gasifier. If the gasification agent is air, then gasified coal fuel
forms a low calorific fuel of about 4 MJ/m3, but if the agent is
oxygen, then the fuel becomes a medium calorific fuel between
approximately 9–13 MJ/m3. To increase the thermal efficiency of

IGCC, it is necessary to use a hot/dry type gas cleaning system,
but this produces ammonia derived from nitrogenous compounds
in coal in the gasifier. This NH3 is then fed into the gas turbine
where it forms fuel-NOx in the combustion process. For this rea-
son, technology to suppress fuel-NOx is important.

The research into the basic characteristics of gasified coal fuel
combustion includes research into the flammability limit of mixed
gas consisting of CH4 or H2 diluted with N2 , Ar, or He @3#; the
impact of N2 on burning velocity@4#; the effect of N2 and CO2 on
flammability limits @5,6#; the combustion characteristics of low
calorific fuel @7,8#; basic research into the premixed combustion
of medium calorific fuel@9#; investigations using model combus-
tors @10,11#; and research into gas turbines for power generation
and other industrial uses@12–15#. However, there is very little
systematic research into the effect of fuel composition or calorific
value on the formation characteristics of NOx from gasified coal
fuel, including NH3 , or into the low NOx combustion method.

With regard to the gasified coal fuel, which contains CO and H2
as the main combustible components, we researched the charac-
teristics of combustion using a small diffusion burner@16#, the
production characteristics and suppression methods of thermal-
NOx and fuel-NOx , by carrying out combustion tests and analyz-
ing reaction kinetics@17–19#. Based on the knowledge acquired
from this research, we carried out further studies into low NOx gas
turbine combustors for low-Btu gasified coal fuel at exhaust gas
temperatures of 1573 K~1300 °C! and at 1773 K~1500 °C! @20–
25#, and research into gas turbine combustors designed for
oxygen-blown medium-Btu fuel@26#.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-398. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters May 15, 2000. Associate Tech-
nical Editor: D. Wisler.
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This paper reports the effects of fuel calorific value, the fuel
CO/H2 molar ratio, CH4 and NH3 concentrations in the fuel on the
characteristics of NOx production and CO emission in the com-
bustion process, using small diffusion burners at atmospheric
pressure, as part of the development of low NOx combustion tech-
nology for gas turbines using gasified coal fuel. We carried out
researches into the application and effectiveness of two-stage
combustion, which is a method of combustion aiming to suppress
the production of thermal-NOx and fuel-NOx , and into the effect
of pressure in the combustor on combustion characteristics. We
also clarified the fuel-NOx formation mechanism through numeri-
cal analysis based on reaction kinetics.

Test Device and Methods

Test Device. Figure 1 is an outline of the test device. The air
used for combustion is input by an air compressor. After the flow
of the compressed air is controlled to the required amount by the
orifice meter and flow control valve, the air is heated to the pre-
scribed temperature by an air heater, then blown into the combus-
tor. Primary air is injected into the combustor through a primary
air swirler positioned around the fuel injection nozzle, and sec-
ondary air is input through air holes in the side walls of the
combustor.

CO and H2 , which are the main combustible components of the
fuel, are mixed in the prescribed proportions and fed into a cylin-
der to be used. The combustible components are diluted with N2
to create the required calorific value, heated to the prescribed
temperature by an electric heater, and fed through the fuel injec-
tion nozzle. The small amounts of NH3 and CH4 are controlled by
a thermal mass flow controller, and premixed with the fuel before
reaching the fuel injection nozzle.

Figure 2 is an outline of the combustor and the tested burner.
The combustor consists of a cylinder-style combustion chamber
with an inner diameter of 90 mm and a length of 1000 mm, and
the primary air swirler and fuel injection nozzle. The combustion
chamber is lined with heat insulating material and the casing is
cooled with water. There are four sections for secondary air on the
side walls of the combustion chamber along the direction of flow,
to simulate two-stage combustion. We used the secondary air in-
lets at a distance from the edge of the fuel injection nozzles of
33D, whereD is the inner diameter of the combustor. The di-
ameter of the secondary air inlets at the entry to the combustor is
13 mm; altogether, twelve inlets are positioned on the perimeter
of one cross-section.

The tested burner consists of a fuel injection nozzle and a pri-
mary air swirler. There are twelve injection inlets with a diameter

of 1.5 mm on the fuel injection nozzle with an injection angle,u,
of 90 deg. The primary air swirler has an inner diameter of 24.0
mm, an outer diameter of 36.4 mm, and twelve vanes with a swirl
angle,u a, of 45 deg. Swirl number,S, is 0.84. Sample gases were
extracted from the exit of the combustor through a water-cooled
stainless steel probe and continuously introduced into an emission
console which measured CO and CO2 by infrared analysis, NOx
by chemiluminescence analysis, O2 by paramagnetic analysis, and
hydrocarbons by flame ionization.

Tested Fuel. The typical compositions@15,27–34# of gaseous
fuel produced in air or oxygen-blown gasifiers are shown in Table
1. Each type of gaseous fuel produced raw material with CO and
H2 as the main combustible components, and small amounts of
CH4 . Fuel calorific values varied widely~4.2–13.0 MJ/m3!, from
about one-tenth to one-third of that of natural gas, depending upon
the raw material, the gasification agent, the gasifier type and
IGCC system. For example, a gaseous fuel derived from biomass
contained 30–40 percent steam in the gaseous fuel.

Table 2 shows typical conditions of tested fuel in the case of a
4.4 MJ/m3 higher heating value. In the tests, fuel calorific values
were varied between 3.0–11.4 MJ/m3 with nitrogen dilution and
the fuel CO/H2 molar ratios were set to values of 0.43, 1.00, and
2.33, to reveal the combustion characteristics of gaseous fuel pro-
duced from different coal gasifiers and the effect of including
small quantities of NH3 and CH4 in the fuel.

Higher fuel calorific values are generally considered to emit
more thermal-NOx because of the increased flame temperature.
Therefore, in oxygen-blown IGCC, N2 produced by the air sepa-
ration unit is utilized for recovering power in order to increase the
thermal efficiency of the plant and also to reduce the emission of
NOx by reducing the flame temperature.

Figure 3 shows the adiabatic flame temperature of fuels, which
were ~1! gaseous fuels with fuel calorific values~HHV! of 12.6,
8.4, 4.2 MJ/m3, and~2! methane as the main component of natural
gas. Flame temperatures were calculated using a CO/H2 mixture
(CO/H2 molar ratio of 2.33:1! which contained no CH4 under any
condition, and the fuel calorific value was adjusted with nitrogen.

In the case of gasified coal fuel, as the fuel calorific value
increases, the theoretical adiabatic flame temperature also in-
creases. Fuel calorific values of 4.2 MJ/m3 and 12.6 MJ/m3 pro-
duce maximum flame temperatures of 1980 K and 2510 K respec-
tively. At fuel calorific values of 8.4 MJ/m3 or higher, the
maximum flame temperature of the gaseous fuel exceeded that of
high calorific gases such as methane, while the fuel calorific value
was as low as one-fifth of methane. Furthermore, as the fuel calo-
rific value increases, the equivalence ratio, which indicates maxi-Fig. 1 Schematic diagram of experimental device

Fig. 2 Combustor and burner
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mum flame temperature, also increases. This is because the effect
of thermal dissociation increases as the adiabatic flame tempera-
ture increases.

CO and H2 are the main combustible components of gasified
coal fuel, but the quantities differ according to the gasification
method. Figure 4 shows the correlation between the equivalence
ratio and the theoretical adiabatic flame temperature with the fuel
CO/H2 molar ratio as a parameter, when the fuel calorific value
was set at 4.2 MJ/m3 and CH4 was not contained in the fuel@35#.
Figure 4 shows that the theoretical adiabatic flame temperature is
affected very little by the CO/H2 molar ratio.

Numerical Analysis Based on an Elementary Reaction
Model. We clarified the fuel-NOx production characteristics, de-
rived from ammonia in the gasified coal fuel, through a numerical
analysis based on the reaction kinetics.

The reaction model employed here was proposed by Miller and
Bowman @36#, and the appropriateness of the model for non-
catalytic reduction of ammonia using NO@37# and the oxidation
of ammonia by premixed flame of methane@36# has been con-
firmed by comparison with test results.

The reaction scheme is composed of 248 elementary reactions
and 50 species are taken into account: CH4 , CH3 , CH3O,
CH2OH, CH2O, CH2 , CH, CO, CO2 , C, H2 , H, O, OH, O2 ,
H2O, HO2 , H2O2 , N2 , N, NO, NO2 , N2O, HCN, CN, H2CN,
NH3 , NH2 , NH, NNH, HNO, HCNO, HOCN, HNCO, NCO,
C2N2 , HCO, CH2CO, C2H, C2H2 , C2H3 , C2H4 , C2H5 , C2H6 ,
HCCO, HCCOH, C3H2 , C3H3 and C4H2 , C4H3 . Values for ther-
modynamic data are taken from the JANAF thermodynamics
tables@38#. For those species not listed in the tables, the values are
calculated based on the relationship between the Gibbs’ standard
energy of formation (DG°) and the chemical equilibrium constant
~K!.

DG°5RT ln~K! (1)

In the above formula, the value ofDG° is obtained from the
CHEMKIN database@39#. This study used the GEAR method@40#
for the numerical analysis, as an implicit, multi-stage solution.

The model of the flow inside the combustor introduces the Pratt
model @41# that linearly simplifies flows and each stage combus-
tion zone is assumed to be a perfectly stirred reactor. Also, it is

Fig. 3 Adiabatic flame temperature
Fig. 4 Effects of CO ÕH2 molar ratio in the fuel on adiabatic
flame temperature

Table 1 Typical compositions delivered from the gasifiers

Table 2 Typical composition of the tested fuel
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assumed that in the reaction process, the species are evenly mixed,
and diffusion and stirring processes are not taken into
consideration.

Fundamental Characteristics of Combustion
Nitrogenous compounds in fuel produces NOx , called fuel-

NOx , in the combustion process. Fuel-NOx has a different pro-
duction mechanism from thermal-NOx , which is derived from N2
in the air. NH3 in gasified coal fuel is easily converted into fuel-
NOx in the combustion process in the gas turbine and most of the
NOx emitted from the plant is fuel-NOx . Therefore, technology
for low NOx combustion which suppresses fuel-NOx is required
for gas turbine combustors using gasified coal fuel.

NOx Emission Characteristics in Non-Two-Stage Combus-
tion. Two-stage combustion, which has a primary stage com-
bustion under a fuel-rich condition, and a secondary stage which
completely combusts the remaining unburned fuel, is widely ac-
cepted as being combustion technology which suppresses produc-
tion of fuel-NOx @42,43#. Non-two-stage combustion was re-
searched before investigating the NOx production characteristics
in two-stage combustion of gasified coal fuel.

(1) Effect of Equivalence Ratio.Figure 5 shows the relation-
ship between the equivalence ratio,f ex, and both the conversion
rate of NH3 in fuel to NOx , and the total concentration of NOx
emissions, at a fuel calorific value of 4.4 MJ/m3 ~at 273 K, 0.1
MPa! and when 1000 ppm of NH3 was included in the fuel. Fig-
ure 5 also shows the concentration of thermal NOx in the emission
when NH3 was not included in the fuel.

All combustion air was provided from the primary air swirler
around the fuel injection nozzle. During the test, the temperature
of the combustion air was preset and maintained at 673 K and the
temperature of the fuel at 423 K. The equivalence ratio was ad-
justed by controlling the flow of combustion air and maintaining a
constant flow of fuel. To obtain the conversion rate of NH3 in the
fuel to NOx , the concentration of thermal-NOx was first measured
after stopping the supply of NH3 , then the concentration of total
NOx was measured while NH3 was supplied, and finally fuel-NOx
was calculated by deducting the concentration of thermal-NOx
from that of total NOx .

As shown in Fig. 5, the conversion rate of NH3 in the fuel to
NOx was high, at approximately 84 percent, when the equivalence
ratio was less than 1, and rapidly dropped when the equivalence
ratio exceeded 1. Measured concentrations of emitted thermal-

NOx and total NOx ~dry base! reached a maximum when the
equivalence ratio was around 1, at approximately 10 ppm and 520
ppm, respectively.

(2) Effect of the CO/H2 Molar Ratio In the Fuel. The pro-
duction characteristics of fuel-NOx , derived from NH3 in the fuel,
are significantly affected by the characteristics of the flame zone
in which most of the combustion reaction progresses, that is the
characteristics of the flame zone, such as the temperature, the
equivalence ratio, the oxidation of the fuel, and the concentration
of radicals~O, OH, H, etc.! @44#, and the production of fuel-NOx
is also affected by the type of fuel.

Figure 6 shows the correlation between the equivalence ratio,
f ex, and the conversion rate of NH3 in the fuel to NOx , with the
fuel CO/H2 molar ratio as a parameter, when the NH3 concentra-
tion in the fuel and the calorific value were set and maintained at
1000 ppm and 4.4 MJ/m3, respectively. The tested fuel included
no CH4 and had CO/H2 molar ratios of 0.43, 1.00, and 2.33. The
fuel calorific value was controlled using N2 . When the equiva-
lence ratio was less than 1~i.e., fuel-lean condition!, the conver-
sion rate of NH3 in the fuel to NOx was almost constant at any
CO/H2 molar ratio. However, when the equivalence ratio is more
than 1 ~i.e., fuel-rich condition!, the conversion rate decreased
rapidly. Concerning the effect of the CO/H2 molar ratio, when the
equivalence ratio is less than 1~i.e., fuel-lean condition!, higher
CO/H2 molar ratios increased the conversion rate, and when the
equivalence ratio is more than 1~i.e., fuel-rich condition!, no
CO/H2 molar ratio was observed. This is because both H2 is oxi-
dized more rapidly than CO, and preferential diffusion of H2 in
the presence of excess air grows strongly as the CO/H2 molar
ratio becomes higher. That is to say, when the CO/H2 molar ratio
increases, the O2 consumption rate decreases. Consequently, NH3
is oxidized in the area with higher concentration of O2 , and as a
result the NOx production rate is increased. On the other hand,
when the equivalence ratio is more than 1, O2 is consumed by the
oxidation of CO and H2 , and the production of NOx by the oxi-
dation of NH3 is restrained.

Figure 7 shows the correlation between the equivalence ratio,
f ex, and the CO emission concentration, with the molar ratio of
CO/H2 in the fuel as a parameter. Combustion efficiency was
calculated from the unburned fuel loss. The fuel calorific value,
HHV, was set to 4.4 MJ/m3, Ta to 673 K, Tf to 423 K, the fuel
flow velocity, V f , set and maintained at 92 m/s and no CH4 con-
tained in the fuel. Whenf ex was less than 1~i.e., fuel-lean
condition!, CO was not detected in the exhaust gas and combus-
tion efficiency was nearly 100 percent at any CO/H2 molar ratio.Fig. 5 NOx emission characteristics in low-Btu gas flame

Fig. 6 Effects of CO ÕH2 molar ratio on the conversion rate of
NH3 in the fuel to NO x defining by the experiments
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However, whenf ex exceeded 1~i.e., fuel-rich condition!, the
CO emission concentration increased rapidly and the effect of the
CO/H2 molar ratio was detected. When the CO/H2 molar ratio in
the fuel was set to 2.33 and 1.00, the CO emission concentration
was almost unchanged, but when the CO/H2 molar ratio was re-
duced to 0.43, the combustion stability improved and the CO
emission concentration declined.

(3) Effect of the Concentration of NH3 in the Fuel. The con-
centration of NH3 in gasified coal fuel is largely determined by
the gasifier, the type of coal, and gasification conditions. There-
fore, we carried out a study into the effect of NH3 concentrations
in the fuel on NOx emission characteristics. Figure 8 shows the
correlation between the concentration of NH3 in the fuel and both
the conversion rate of NH3 to NOx , and the NOx emission con-
centration, when CH4 was not contained in the fuel and the fuel
calorific value was set and maintained at 4.4 MJ/m3. As the con-
centration of NH3 in the fuel increases, the concentration of emit-
ted NOx increases, but the conversion rate declines. It is generally
accepted that increased concentration of nitrogenous compounds

in the fuel suppresses the conversion rate of those nitrogenous
compounds into NOx @45–48#. Similar findings were observed in
gasified coal fuel.

Figure 9 shows the correlation between the concentration of
NH3 in the fuel and the characteristics of NOx emission, with the
concentration of CH4 and the CO/H2 molar ratio as parameters.
When the concentration of CH4 in the fuel was set and maintained
at 2.6 percent, no effect of the CO/H2 molar ratio in the fuel on
NOx emission characteristics was detected. A comparison of con-
version rates for fuel containing CH4 ~at a concentration of 2.6
percent! and fuel containing no CH4 , while maintaining the
CO/H2 molar ratio in the fuel at 0.41, shows that the NH3 to NOx
conversion rate in the fuel containing CH4 increases by 25 per-
cent, regardless of the concentration of NH3 in the fuel.

(4) Effect of Fuel Calorific Value. The calorific value of gas-
ified coal fuel changes according to the type of gasification agent
and conditions in the coal gasification process. Therefore, we
studied the characteristics of NOx emission using different fuel
calorific values.

Figure 10 shows the correlation between the equivalence ratio,

Fig. 7 Effects of CO ÕH2 molar ratio in the fuel on CO emission
characteristics defining by the experiments

Fig. 8 Effects of NH 3 concentration in the fuel on the conver-
sion rate of NH 3 in the fuel to NO x defining by the experiments

Fig. 9 Effect of NH 3 concentration on the conversion rate of
NH3 in the fuel to NO x with CH 4 concentration and CO ÕH2 molar
ratio as parameters defining by the experiments

Fig. 10 Effects of fuel calorific value on NO x emission charac-
teristics from nitrogen fixation defining by the experiments
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f ex, and thermal-NOx emission, with fuel calorific value as a
parameter, when NH3 and CH4 were not included. Figure 10
shows that the thermal-NOx emission concentration increases as
the fuel calorific value increases. When the fuel calorific value
was set to 4.2 MJ/m3, NOx was produced at a concentration of 10
ppm or less, at equivalence ratios between 0.1–3.0. When the fuel
calorific value was set to 11.4 MJ/m3, the NOx emission concen-
tration reached a maximum of approximately 280 ppm.

Figure 11 shows the correlation between the fuel calorific value
and both the conversion rate of NH3 in the fuel to NOx , and the
NOx emission concentration, when CH4 was not included. The
effect of varying the fuel calorific value was tested under condi-
tions of ~1! varying the equivalence ratio,f ex, to maintain a
constant theoretical flame temperature of 1573 K, and~2! main-
taining a constant equivalence ratio,f ex, of 0.44. Concerning
the effect of changes in the fuel calorific value on the production
characteristics of fuel-NOx , Fenimore@49# reported that the con-
version rate of nitrogenous compounds in the fuel into NOx in-
creases as the concentration of H2 or CH4 is diluted with inert gas.
Our tests on gasified coal fuel also showed that reducing the fuel
calorific value tends to increase the conversion rate. This effect is
due to the decomposition process of NH3 in the fuel proceeding
into the fuel-rich region when the fuel calorific value is increased
~by reducing the amount of N2 dilution!, and the NHi produced
reacts with NO to create N2 .

NOx Emission Characteristics in Two-Stage Combustion.
It is known that the fuel-NOx production mechanisms of hydro-
carbon fuels such as CH4 and non-hydrocarbon fuels such as CO
and H2 due to reaction with nitrogenous compounds in the fuel,
are different@50–53#. Gasified coal fuel consists of CO and H2 as
main combustible components, but also contains between thou-
sands of ppm and a small percent of CH4 . Therefore, we investi-
gated the effect of CH4 on the production characteristics of fuel-
NOx caused by NH3 in the fuel.

(1) Effect of Primary Equivalence Ratio.Figure 12 shows
the correlation between the primary equivalence ratio,f p, and
both the conversion rate of NH3 in the fuel to NOx , and the NOx
emission concentration, when the fuel did not contain CH4 , the
equivalence ratio at the combustor exit was set to 0.44, and the
exhaust gas temperature was 1573 K. The secondary air for the
two-stage combustion was input from inlets positioned at a dis-
tance from the edge of the fuel injection nozzles of 33D, where
D is the inner diameter of the combustor. Even when the exit of
the combustor has a condition of excess air and an equivalence

ratio is 0.44, by setting a fuel-rich condition when the primary
equivalence ratio is 1 or higher, the NH3 to NOx conversion rate
was significantly decreased. This result shows that two-stage com-
bustion is an effective combustion method to suppress the produc-
tion of fuel-NOx caused by NH3 in fuel.

(2) Effect of the CO/H2 Molar Ratio in the Fuel. Figure 13
shows the correlation between the primary equivalence ratio in
two-stage combustion,f p, and the conversion rate of NH3 in the
fuel to NOx , when the equivalence ratio at the combustor exit,
f ex, was set to 0.44, for fuel containing CH4 and for fuel not
containing CH4 , with the CO/H2 molar ratio as a parameter.
When the fuel did not contain CH4 , the CO/H2 molar ratio ex-
erted a significant effect on the conversion rate of NH3 to NOx
when the primary equivalence ratio,f p, was less than 1 and
under the condition of excess air. When the primary equivalence
ratio,f p, was set to 0.44, and the CO/H2 molar ratios were set to
0.41 and 2.33, the conversion rates were 47 percent and 68 per-
cent respectively, showing that the conversion rate increases pro-
portionate to the CO/H2 molar ratio. However, when CH4 is con-

Fig. 11 Effects of fuel calorific value on the conversion rate of
NH3 in the fuel to NO x and NOx emission defining by the experi-
ments

Fig. 12 NOx emission characteristics in two-staged combus-
tion defining by the experiments

Fig. 13 Effect of CO ÕH2 molar ratio on the conversion rate of
NH3 in the fuel to NO x in two-staged combustion defining by the
experiments
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tained in the fuel at a concentration of 2.6 percent, no effect of the
CO/H2 molar ratio was observed on the NH3 to NOx conversion
rate, when the primary equivalence ratio,f p, was set between
0.44 and 5.0.

When the fuel did not include CH4 , the effect of the CO/H2
molar ratio was significant. In the same way with non-two-stage
combustion described in Fig. 6, this is due to CO oxidizing more
slowly than H2 , and so the higher the CO/H2 molar ratio, the
slower the O2 consumption rate. Consequently, NH3 is oxidized in
the area with higher concentration of O2 , and as a result the NOx
production rate is increased. However, it is different from non-
two-stage combustion that the conversion rate of NH3 into NOx is
affected by the CO/H2 molar ratio, even when the primary equiva-
lence ratio,f p, increases more than 1. This is because the sec-
ondary air flows backward into the flame and decreases local
equivalence ratio around the flame. On the other hand, the CO/H2
molar ratio had no effect when the fuel contained CH4 , because
CHi produced by decomposition of CH4 affects the decomposition
of NH3 , rapidly producing in the flame zone HCN and NHi , etc.,
which quickly oxidizes to NOx in the secondary combustion zone.

(3) Effect of the Concentration of CH4 in the Fuel. Figure
14 shows the correlation between the primary equivalence ratio in
two-stage combustion,f p, and the conversion rate of NH3 in the
fuel to NOx , with the concentration of CH4 as a parameter at a
fuel calorific value of 4.4 MJ/m3, a NH3 concentration of 1000
ppm in the fuel, and a CO/H2 molar ratio set to 2.33. In the range
of the examination of Fig. 14, the concentration of thermal-NOx
measured reached a maximum of 10 ppm, probably because the
maximum theoretical adiabatic flame temperature of gasified coal
fuel with a fuel calorific value of 4.4 MJ/m3 is nearly 400 K lower
than that of CH4 . When the primary equivalence ratio,f p, is
less than 1, the NH3 to NOx conversion rate increases in direct
proportion to the concentration of CH4 in the fuel: and whenf p
is more than 1, under fuel-rich conditions in the primary combus-
tion zone and CH4-free fuel, the conversion rate decreases as the
primary equivalence ratio increases. Fuel containing CH4 has an
appropriate primary equivalence ratio, (f p* ), at which the con-
version rate drops to a minimum.f p* is varied by adjusting the
concentration of CH4 ~that is,f p* increases as the concentration
of CH4 decreases!. From these results, we conclude that when
using two-stage combustion to suppress fuel-NOx when burning
gasified coal fuel containing CH4 , the primary equivalence ratio,

f p* , which minimizes the conversion rate of NH3 in the fuel to
NOx , must be determined depending on the CH4 concentration in
the fuel.

The production characteristics of fuel-NOx caused by NH3 in
gasified coal fuel were studied using reaction kinetics of elemen-
tary reactions. Figure 15 shows the behavior over time of chemi-
cal species NH3 , NO, HCN, and CH4 in two-stage combustion,
using primary equivalence ratio as a parameter. Under the condi-
tion of the equivalence ratio in the secondary combustion zone,
f ex was set to 0.45, the equivalent of the theoretical adiabatic
flame temperature of 1573 K. We compared two cases in which
the primary equivalence ratio,f p, was ~a! 0.6 and~b! 2.0. For
the analysis, the residence time in each combustion zone was
calculated on the assumption that mixing gas temperature is re-
garded as the adiabatic flame temperature corresponding to each
equivalence ratio. When the primary equivalence ratio was set at
0.6, the residence time in the primary combustion zone was about
0.11s, and the total residence time in the combustor was about
0.40s. The vertical axis represents the mole fraction of each spe-
cies when the initial fraction of the fuel is set at 1 mole. The solid
line in Fig. 15 shows the case where the primary equivalence ratio
was set at 2.0, and the dotted line shows the case of the primary
equivalence ratio of 0.6. Before the decomposition of NH3 , radi-
cal chemical species O, H, and OH are formed rapidly. The NH3
in the fuel reacts with radicals, such as O, H, and OH, and de-
composes to NHi , then converted to NO. Following the decom-
position of CH4 and NH3 , the intermediate product HCN was
formed in the primary combustion process in each case. When the
primary equivalence ratio was 2.0~in fuel-rich conditions!, both
the decomposition of CH4 and NH3 , and the production of NO
were delayed, and HCN was produced in high concentration and
then oxidized slowly, while the HCN was rapidly decomposed to
NO in the primary combustion zone in the case where the primary
equivalence ratio was 0.6. Following the decomposition of HCN,
NH3 and CH4 were reproduced, and more N2 was produced in the
primary combustion zone in fuel-rich conditions (f p52.0).
Consequently a part of NH3 was reduced to N2 in the primary
combustion zone when the primary equivalence ratio was set to
2.0 ~in fuel-rich conditions!. However, when the primary equiva-
lence ratio rose higher, more NH3 was reproduced by the decom-
position of HCN in the primary combustion zone. This NH3 was
oxidized to NOx in the secondary combustion zone and the con-
version rate of NH3 to NOx increased. From above reason, there is

Fig. 14 Effect of CH 4 concentration on the conversion rate of
NH3 in the fuel to NO x in two-staged combustion defining by the
experiments

Fig. 15 Mole fraction-time products, comparing f pÄ0.6, 2.0
in two-stage combustion as defined by the calculation
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an appropriate primary equivalence ratio where the NOx conver-
sion rate reaches a minimum in fuel-rich conditions, as shown in
Fig. 14.

It has been widely reported that HCN is not produced in non-
hydrocarbon flame, even if the fuel contains nitrogenous com-
pounds such as NH3 , but that if fuel includes hydrocarbons such
as CH4 , then HCN is produced@52#. In the hydrocarbon flame,
HCN is produced from nitrogen in the air by reaction~2!.

CHi~ i51,2!1N
HCN1NHi21 (2)

R-CH1NHi
HCN1R-Hi (3)

The HCN produced above is rapidly oxidized and produces
prompt NO. If the fuel includes NH3 , then HCN is produced by
reaction~3! in the fuel-rich region of the hydrocarbon flame and is
oxidized to NO in the fuel-lean region. The nitrogen of NH3 in the
fuel has weaker bonding power than N2 . In the combustion pro-
cess, NH3 reacted with the OH, H, and O radicals and then easily
decomposed into the intermediate NHi by the following reactions.

NH31OH~O,H!
NH21H2O~OH,H2) (4)

NHi~ i51,2!1OH~H!
NHi211H2O~H2) (5)

When hydrocarbon is not contained in the fuel, NHi is con-
verted into N2 by reacting with NO in the fuel-rich region.

NH21NO
N21H2O (6)

NH21NO
NNH1OH (7)

NNH1NO
N21HNO (8)

NH21H
NH1H2 (9)

NH1H
N1H2 (10)

N1NO
N21O (11)

Also, part of the NH2 produced as a product of the decompo-
sition of NH3 is oxidized into HNO by the O radical through
reaction~12!. Some HNO produced by reactions~8! and ~12! is
decomposed into N2 and the remainder is oxidized into NO by
reactions~13!–~16!.

NH21O
HNO1H (12)

HNO1OH
NO1H2O (13)

HNO1H
NO1H2 (14)

2HNO
N2O1H2O (15)

N2O1H
N21OH (16)

Because of the high concentration of CO in the gasified coal
fuel, NO is reduced to an N radical with oxidization of CO to CO2
by reaction~17!, and the N radical promotes the reduction of NO
into N2 by reaction~11!.

NO1CO
N1CO2 (17)

N1NO
N21O (11)

If fuel contains CH4 , HCN is produced by reaction~3! and the
HCN is oxidized to NO in the fuel-lean zone. Therefore, increas-
ing the concentration of CH4 in gasified coal fuel increases the
quantity of HCN, derived from NH3 , and of NOx , produced from
HCN in the secondary combustion zone under the condition of
excess air. Because HCN is produced in the fuel-rich zone, as the
equivalence ratio in the primary combustion zone increases, the
production of HCN is increased and NOx produced from HCN in
the secondary combustion zone increases.

Figure 16 shows the relationship between the primary equiva-
lence ratio,f p, for two-stage combustion, and both the NOx
conversion rate and the CO emission concentration, with the con-
centration of CH4 as a parameter, and the equivalence ratio at the

combustor exit,f ex, set to 0.44. As the concentration of CH4 in
the fuel was varied, the CO and H2 content was adjusted to main-
tain the fuel calorific value at 4.4 MJ/m3 and the CO/H2 molar
ratio at 2.33. When the fuel did not contain CH4 , the CO emission
concentration peaked when the primary equivalence ratio,f p,
was approximately 1.2. Asf p increased further, the CO emission
concentration tended to decline slowly. When the fuel contained
2.6 percent CH4 andf p was 1.5 or less, the CO emission char-
acteristics were almost the same as those for fuel which did not
contain CH4 . However, forf p values between 1.5 and 2.1, the
CO emission concentration increased rapidly to a maximum when
f p was at approximately 1.7 and then decreased gradually, so
that whenf p reached 2.1 the CO emission concentration was
almost the same as for fuel which did not contain CH4 . Whenf p
was increased further, the CO emission concentration tended to
increase gradually, because, if fuel includes CH4 , andf p is be-
tween 1.5 and 1.7, then HCN, produced in the fuel-rich primary
combustion zone, is oxidized rapidly in the secondary combustion
zone and produces NO and CO at the same time, leading to a
rapid increase in the CO emission concentration. Forf p values
between 1.7 and 2.1, fuel which has not been combusted is burnt
in the secondary combustion zone by the secondary air, a process
which increases the production of NOx , but at the same time
tends to decrease the emission of CO. Values off p above 2.1
destabilize combustion in the primary combustion zone, which
suppresses decomposition of CH4 in the primary combustion
zone, leading to a gradual increase in the CO emission concentra-
tion at the exit of the combustor.

Figure 17 shows the correlation betweenf p and the CO emi-
sion concentration for two-stage combustion, with the concentra-
tion of CH4 in the fuel as a parameter at a combustor exit equiva-
lence ratio,f ex, of 0.44. As the concentration of CH4 in the fuel
was varied, the CO and H2 content was adjusted so as to maintain
the fuel calorific value at 4.4 MJ/m3 and the CO/H2 molar ratio at
2.33. The CO emission concentration reached a maximum when
f p exceeded 1.2 at all CH4 concentration levels, increasing in
direct proportion with the concentration of CH4 . The value of the
primary equivalence ratio,f p, at which the CO emission con-
centration reached a maximum, was almost the same as the most
appropriate primary equivalence ratio,f p* , which minimizes the
conversion rate of NH3 to NOx , as shown in Fig. 14, and there
was a negative correlation between the concentration of CH4 in
the fuel and the appropriate primary equivalence ratio,f p* . As
the concentration of CH4 in the fuel increases, the quantity of air
for combustion at the same primary equivalence ratio increases

Fig. 16 Effect of CH 4 concentration on the conversion rate of
NH3 in the fuel to NO x and CO emission characteristics in two-
staged combustion defining by the experiments
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and the flame temperature in the primary zone decreases. There-
fore, increased CH4 content in the fuel increased the rate of pro-
duction of HCN at low primary equivalence ratios, and increased
the quantity of NOx produced in secondary combustion zone as
well as primary zone.

(4) Effect of Fuel Calorific Value. Figure 18 shows the
thermal-NOx emission concentration when the equivalence ratio
of the primary combustion zone,f p, is varied, for fuel contain-
ing no CH4 , with the fuel calorific value as a parameter. The
equivalence ratio,f ex, at the exit of the combustor was set for
each fuel calorific value, so that the exhaust gas temperature of the
combustor was set and maintained at 1773 K. At any fuel calorific
value, the NOx emission concentration indicates a maximum when
the primary equivalence ratio,f p, was approximately 1. And
increasing the fuel calorific value increased the NOx emission
concentration. These results lead the authors to conclude that it is
possible to reduce thermal-NOx emission at the exit of the com-
bustor by using two-stage combustion in whichf p is set to 1 or
higher, with a fuel-rich condition in the primary combustion zone.

We studied the effectiveness of two-stage combustion in sup-
pressing fuel-NOx emission. Figure 19 shows the interrelationship
between the primary equivalence ratio,f p, and the conversion
rate of NH3 in the fuel, containing no CH4 , to NOx , when 1000
ppm of NH3 was added to the fuel, in comparison with the con-
ditions used for Fig. 18. Values off p greater than 1, when the
primary combustion zone is fuel-rich, lead to a rapid suppression
of the conversion rate at all fuel calorific values. At values off p
between 1 and 2.5, increased fuel calorific values raised the con-
version rate. This is because increasing the fuel calorific value
increases the secondary air/fuel ratio, and the proportion of NOx
converted from NHi and HCN, which are produced by decompo-
sition of NH3 in the primary combustion zone.

(5) Effect of Pressure in the Combustor.It is known that the
effect of pressure in the combustor on the combustion property is
significant. Based on the experimental data and numerical analy-
sis, we designed a combustor for two-stage combustion using gas-
ified coal, low calorific fuel, tested it and evaluated the combus-
tion characteristics under pressurized conditions@25#. As a result
of these tests, we found the following:~1! the influence of pres-
sure on fuel-NOx emission is very small in the case of gasified
coal, low calorific fuel,~2! the influence of pressure on thermal-
NOx emission originating from the nitrogen fixation is smaller
compared with the natural gas, and~3! the emission concentration
of CO is deeply affected by pressure.

Figure 20 shows the correlation between the pressure in the
combustor and both the conversion rates of NH3 into NOx and the
thermal-NOx emission characteristics under conditions where the
combustor outlet gas temperature was 1773 K. The CH4 concen-
tration in the fuel was fixed at 1 percent, the NH3 concentration at
1000 ppm, and the fuel calorific value set at 4.2 MJ/m3. The
conversion rate of NH3 to NOx is hardly affected by the pressure
in the combustor, and slightly decreases with increases in the
pressure. In the case where fuel contained 1.0 percent of CH4 , the
conversion rate decreases to 40 percent or below when the pres-
sure was 0.4 MPa and higher. One reason is that the concentration
of each radical such as OH, O radical which promotes the NOx
formation decreases as the pressure increases.

On the other hand, the thermal-NOx emission which is pro-
duced from the nitrogen fixation increased gradually from 4 ppm
~with the correction of 16 percent O2) under atmospheric pressure
with the rise in pressure, reaching 6 ppm under operational con-
ditions of 1.4 MPa. Thus, the pressure has a smaller effect on

Fig. 17 Effect of CH 4 concentration on CO emission charac-
teristics in two-staged combustion defining by the experiments

Fig. 18 Effect of fuel calorific value on NO x emission charac-
teristics from nitrogen fixation in two-staged combustion defin-
ing by the experiments

Fig. 19 Effect of fuel calorific value on the conversion rate of
NH3 in the fuel to NO x in two-staged combustion defining by the
experiments
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thermal-NOx formation with the gasified coal fuel when compared
to that of conventional fuels such as natural gas, and increases in
accordance with approximately the power of 0.2 of the pressure.
This is because the combustor is adapted to the two-stage com-
bustion method. The flame temperature of gasified coal, low calo-
rific fuel is lower than that of the hydrocarbon flame and hardly
rises if the pressure increases.

Figure 21 shows the influence of pressure on CO emission char-
acteristics, when the combustor outlet gas temperature was set at a
constant value of 1773 K. CO emission was affected by the pres-
sure and declined significantly as the pressure increased. The CO
decreased to around 10 ppm at the operating pressure of the gas
turbine, while the CO emitted about 700 ppm at the atmospheric
pressure. That is to say that the CO emission decreased up to
one-hundredth at the operating condition. This is because reaction
rates increase and oxidation reactions of CO are enhanced when
the pressure in the combustor increases.

Conclusions
We conducted our research using a small diffusion burner to

clarify the effect of gaseous fuel properties on NOx and CO emis-

sion characteristics and examined the results using numerical
analysis based on reaction kinetics. Our principal conclusions are
as follows:

1 NH3 conversion to NOx increases in direct proportion to the
CH4 concentration in gaseous fuel.

2 Gaseous fuels containing CH4 have a specific equivalence
ratio in the primary combustion zone for the minimum conversion
of NH3 to NOx in two-stage combustion.

3 The specific equivalence ratio in the primary combustion
zone increases with decreasing CH4 concentration in gaseous fuel.

4 For fuels containing a small percent of CH4 , the effect of the
CO/H2 molar ratio in the fuel on the conversion rate of NH3 to
NOx vanishes, while there is a positive correlation between the
conversion rate and the CO/H2 molar ratio in the case where fuel
contains no CH4 .

5 As the pressure increases, the conversion rate of NH3 to NOx
slightly decreases and the CO emission declines significantly.
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Nomenclature

CHi 5 one or more of CH3 , CH2 , CH, or C
CO/H2 5 molar ratio of carbonmonoxide and hydrogen

in the fuel
C.R. 5 conversion rate from ammonia to NOx ~per-

cent!
D 5 inner diameter of the combustor~mm!

HHV 5 higher heating value of the fuel~MJ/m3!
K 5 chemical equilibrium constant

NHi 5 one or more of NH2 , NH, or N
R 5 gas constant~J/kg•K!

Tadia 5 adiabatic flame temperature~K!
Ta 5 air inlet temperature~K!
Tf 5 fuel inlet temperature~K!

Tex 5 combustor exit gas temperature~K!
Vf 5 velocity of fuel injection~m/s!
u a 5 angle of swirl vane

u 5 angle of fuel injection nozzle
f 5 equivalence ratio~inverse way of air/fuel ratio!

f ex 5 equivalence ratio at combustor exit
f p 5 equivalence ratio in the primary combustion

zone
f p* 5 primary equivalence ratio which minimizes

C.R.
D G° 5 Gibbs’ standard energy of formation~J/kg•K!

NOx(16% O2)5 NOx concentration corrected at 16 percent O2
in the exhaust gas~ppm!

R- 5 hydrocarbon radical
S 5 swirl numberS52/33(12B3)/(12B2)

3tanu a B~boss ratio of swirl vane!50.66
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Effects of Fuel Nozzle
Displacement on Pre-Filming
Airblast Atomization
In gas turbine combustors, optimum arrangement between a fuel nozzle and a swirler/
prefilmer module must be sought to achieve satisfactory ignition and stability character-
istics in addition to reduced level of emissions. However, due to thermal expansion of the
combustor or misalignment of the fuel nozzle, the location of a fuel nozzle may vary.
Displacement of a fuel nozzle may change the amount of fuel injected to the pre-filming
device (usually the inner swirler wall) and the location of attachment, which in turn
affects the thickness of pre-filming liquid sheet on the wall. As a result, the spray structure
formed by pre-filming airblast atomization may be significantly changed. An experimental
investigation is carried out to study the effects of fuel nozzle displacement on the structure
of a spray formed by a dual orifice pressure atomizer and a counter-rotating dual swirler.
The inner wall of the swirler is designed to be used as a pre-filming device. The behavior
of droplets, the flow characteristics of the swirling air flow, and the interaction between
droplets and the flow are studied. Optical diagnostic methods including a flow visualiza-
tion and an Adaptive Phase/Doppler technique are used. Distributions of droplet size,
number density, and liquid phase volume flux are presented for various fuel nozzle dis-
placements, in addition to gas phase velocity.@DOI: 10.1115/1.1335480#

Introduction
To guide the design and development of a gas turbine combus-

tor, it is essential to acquire details of the fuel injector perfor-
mance. Most of the systems now in service are of the prefilming
type because of their potential for achieving significant reductions
in soot formation and exhaust smoke in gas turbine engines of
high pressure ratio.

The prefimling concept for airblast atomization evolved from
the studies of Lefebvre and Miller@1#. They showed that the mini-
mum drop sizes were obtained by using atomizers designed to
provide maximum physical contact between the air and the liquid,
and the increase in the thickness of liquid sheet would tend to
produce drops of larger size. Rizkalla and Lefebvre@2# investi-
gated the prefilming airblast atomization in detail. They found that
the key factors governing drop size were the surface tension and
the air momentum~density, velocity! for low viscosity liquids and
the viscosity for relatively high viscosity liquids. Rizk et al.@3#
observed that the thinner initial liquid sheet produced finer drops.
Many studies were performed to find main factors in prefilming
atomization such as the ratio of air and liquid density, the diam-
eter of prefilming lip, the atomizer size, etc.@4–6#. Sattelmayer
and Wittig @7# showed that in the prefilming airblast atomizer the
wavy liquid films influence the velocity of gas phase. Wittig et al.
@8# found that the pre-filming flow was almost laminar, and the
turbulent air or the waviness of the film didn’t induce significant
turbulence into the film. Bren˜a de la Rosa@9# inspected the effect
of air swirl on the structure of a liquid spray. Wang et al.@10#
conducted studies on the spray characteristics in the CFM56 swirl
cup assembly which features two co-axial counter-rotating swirl
air streams, a simplex atomizer, and the prefilming wall. An ex-
perimental study was also conducted on the influence of flare
sleeve geometry on the continuous phase flow field and the drop-
let dispersion pattern@11#. An attempt to formulate a common

approach that could provide the spray parameter of airblast atom-
izers was performed by using a semi-analytical calculation proce-
dure @12#. In review of previous works, the important parameters
influencing atomization in prefilming airblast atomizer are the ini-
tial thickness of liquid sheet and the air momentum. In addition,
the interaction between swirling air and droplets is very complex.

When fuel injectors are separate from the frontal device, the
nozzle shift with respect to the design position might occur due to
thermal expansion of the combustor or misalignment of the fuel
nozzle. It was observed that radial shift of a fuel nozzle deterio-
rates the symmetry of spray@13#. In the present work, effects of
axial displacement of a fuel nozzle on the spray characteristics are
studied. Displacement of a fuel nozzle may change the amount of
fuel injected to the prefilming wall and the location of attachment
due to changes in the interaction between the spray liquid and the
swirling air. The above changes may affect the thickness of liquid
film formed on the wall and the spray structure formed by pre-
filming airblast atomization.

An experimental investigation is carried out to measure the gas
phase flow field without fuel injection as well as the spray char-
acteristics such as drop size, velocity, number density, and volume
flux. The main, annular nozzle of a dual orifice atomizer and a
counter-rotating dual swirler are used. The convergent wall of the
inner swirler is designed to be used as a prefilming device. This
wall stabilizes swirling air flow and prevents flow separation
within the passage, which encourage the liquid film to adhere to
the wall. To asses the global structure of the spray, a visualization
is performed using a laser sheet illumination technique. The adap-
tive phase/doppler velocimetry is used to quantify the gas phase
flow field and the spray characteristics.

Experimental Apparatus and Procedure

Experimental Apparatus. The experimental setup employed
in the present study is shown in Fig. 1. This includes a test cham-
ber, a pressurized fuel supply system, an air supply system, an
injector assembly, a spray catcher, a liquid collection and suction
system, a visualization system and an adaptive phase/doppler ve-
locimetry system. Air from the compressor passes through a
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regulator/filter assembly, a flowmeter, an electric heater, a control
valve, and enters to the frontal device adaptor. Temperature and
pressure of the air are measured at this adaptor.

The counter rotating swirler has twelve flat vanes in each of the
inner and the outer swirlers. The vane angle of the inner swirler is
40 deg, opposite to the fuel swirl direction, and that of the outer
swirler is 45 deg, opposite to the inner swirl direction. The effec-
tive area of air passage is 0.875 cm2 for the inner swirler and 1.17
cm2 for the outer swirler. The fuel nozzle employed in this study
is the main, annular nozzle of a dual orifice atomizer, for which
FN514.731027 m2. The main fuel nozzle has six 60 deg helical
slots in its swirl chamber and an exit orifice of 2.4 mm around the
pilot orifice of 0.8 mm which is not working in the present study
@14#.

The fuel supply system is designed to accommodate a maxi-
mum fuel flow rate of 1.8 l/min for the main nozzle. The maxi-
mum pressure for the injection system is 1.5 Mpa. Continuous and
steady fuel injection is obtained from the tank pressurized by ni-
trogen.

To assess global structures of the spray, visualizations with
laser sheet illumination are performed. The Ar-ion laser light is
transmitted via a single-mode fiber optic cable to the collimating
micro-objective lens on the optical bench. After being collimated,
the laser sheet is produced with a cylindrical lens and collimated
by a convex lens. The beam thickness is about 0.3 mm at beam
waist and the height is about 90 mm. Spray images are captured
with a color CCD camera~Pulnix TMC-74! with 768~H!3493~V!
pixels that is oriented perpendicular to the laser sheet. The cap-
tured image is processed with a color frame grabber~Data Trans-
lation DT2871!. The CCD camera is equipped with a magnifying
objective and the exposure time is 1/60 s.

The adaptive phase/doppler velocimetry~APV! system manu-
factured by TSI, Inc. is used to obtain the size and velocity infor-
mation of droplets. A two-component system using green~514.5
nm! and blue~488 nm! beams from an Ar-ion laser operating at
0.8 W power output is used. The APV system is composed of a
transmitting unit, a receiving system, a signal processing and data
analysis unit, etc.

The transmitting unit is composed of a laser source~Coherent
Innova 70-5!, a color burst~TSI model 9201!, and a fiber-optic
probe ~model 9832, 83 mm diameter!. The color burst uses a
Bragg cell operating at 40 MHz to shift laser beam frequency. The

polarization of beams is 90 deg. The receiving system is com-
posed of a dual adaptive receiver and a color-link. The signal
processor~IFA755! is a digital burst autocorrelation signal pro-
cessor with maximum frequency of 90 MHz. The details of APV
setup are shown in Table 1.

In the present experiments, the receiver optics are located 30
deg off-axis from the forward scatter direction, the included angle
between the receivers is 0 deg, and the clear aperture height is 35
mm ~for droplet size range up to 121mm! or 15 mm~for droplet
size range up to 223mm!. The photomultiplier voltages are set to
provide the maximum sensitivity for a given range of droplet
sizes. The frequency shifts are set from 5 MHz to 10 MHz in
order to prevent high frequency shift bias. The signal processor is
set to have a single measurement per burst, the coincidence time
of 100 ms, the number of minimum cycles per burst of 8, and the
minimum threshold of 110 mV. The APV simulation software,
SIMAP ~for Mie scattering calculations! supplied by TSI, Inc. is
used to find the phase-diameter relation for a given optic geom-
etry. The accuracy of the APV system is checked against a mono-
disperse aerosol generator~Aerometrics DPG100!. The error is
found to be less than 3 percent for the droplets of about 90mm.
The transmitting probe and the receiving optics are mounted on a
common rail which is fixed to a three-axis traverse system with
0.01 mm resolution. To measure the gas phase flow field without

Fig. 1 Experimental setup and details of nozzle Õswirler module

Table 1 Details of APV setup
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fuel injection, 4–6mm propylene glycol particles produced by the
six-jet atomizer~TSI, model 9306! are introduced upstream of the
frontal device adaptor.

Experimental Procedure. The air pressure drop across the
frontal device is 4.5 kPa and the ambient pressure is about 1 bar
~pressure drop of about 4.5 percent!. The corresponding air flow
rate through the swirlers is about 24.4 g/sec. All tests are per-
formed with kerosene at room conditions~temperatures of the air
and the kerosene are about 22°C and 20°C, respectively!. The
pressure drop across the main fuel nozzle is 0.6 bar, the spray
cone angle is about 80 deg, and the fuel flow rate is 10.2 g/sec.
The corresponding air fuel ratio~AFR! is about 2.4, which is
small compared to the normal combustor operating condition.
This rather unrealistic AFR is due to limitations imposed by the
atmospheric test conditions. The fuel injection pressure~i.e., fuel
flow rate! may not be further reduced since the spray cone angle is
not maintained.

The geometry permits to shift the fuel nozzle in the range from
12.5 mm to23 mm with respect to the design position. To have
maximum effects, nozzle displacements of12.5 mm, 0.0 mm,
and 23.0 mm, corresponding to about 15;18 percent of the
nozzle outer diameter, are investigated. The positive sign~1! in-
dicates downward displacement.

The height of visualized region is about 90 mm from the end of
the frontal device. The APV measurements are conducted at four
axial locations; 35, 45, 65, and 95 mm from the nozzle exit~de-
sign position!. In gas phase measurements, several measurement
locations are added to find the more detailed flow field such as
recirculation zone, swirl components, etc.

Results and Discussions

Visualization Results. The spray liquid sheet injected from
the fuel nozzle firstly meets the swirling air flow through the inner
swirler. The swirling air will make the liquid sheet unstable and
disintegrate the sheet into ligaments and droplets. The smaller
drops follow the flow, but the larger drops and fragments of the
sheet attach to the prefilming wall and then form liquid film on the
wall. This liquid film flows interfacing the inner swirling air. The
liquid film is subjected to the counter-swirling air on both sides at
the prefilmer lip. The liquid sheet-air interaction produces waves
that become unstable and disintegrate into fragments. These frag-
ments become ligaments and, in turn, break down into drops. The
attaching point of ligaments or larger drops and the thickness of
the liquid film vary as the fuel nozzle shifts. This change may
affect the spray characteristics significantly.

Images of the spray obtained at various nozzle displacements
are shown in Fig. 2. The spray image~e.g., Fig. 2~b!! reveals two
bright regions; one near the center and one near the spray edge.
Near the center, the scattered light is mostly from relatively large
droplets from the broken liquid sheet by the inner swirling flow.
Near the edge, the scattered light is mostly from relatively fine
droplets produced by airblast atomization on the prefilmer lip. As
the fuel nozzle shifts downwards~Fig. 2~a!!, the spray is less
dispersive and the amount of fuel subjected to the prefilming at-
omization is decreased~the scattered light intensity is smaller near
the edge while that near the center is larger!. As the fuel nozzle
shifts upwards~Fig. 2~c!!, the amount of fuel subjected to the
prefilming atomization is increased~the scattered light intensity
near the edge is larger!. The change in the spray structure is more
significant when the fuel nozzle shifts downwards~positive dis-
placement! than when the nozzle shifts upwards~negative dis-
placements!.

Gas Phase Flow Field. Figure 3 presents the gas phase flow
field obtained without fuel injection. The figure shows a strong
recirculation zone near the exit of the frontal device. The recircu-
lation zone has a central toroidal structure. The width of the re-
verse flow zone is close to the outer swirler diameter~36 mm!.
The slight asymmetry is caused by the fuel feed arm of the fuel

nozzle. In Fig. 4, radial profiles of swirl velocities are shown.
Positive values of swirl velocity represent counterclockwise rota-
tion as imparted by the outer swirler. Near the exit of flare~x
523, 25 mm!, the swirl velocity distribution has two peaks; one
inside the reverse flow zone and one outside. The outer peak is

Fig. 2 Visualization of the effects of nozzle displacement on
sprays „DPaÄ4.5 kPa, DPfÄ0.6 bar …

Fig. 3 Axial-radial velocity vector of gas phase without fuel
injection „DPaÄ4.5 kPa, dNDÄ0.0 mm …
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produced by the outer swirling flow, and the inner peak is due to
reverse flow which has the same, counterclockwise rotation as the
outer swirling flow. The inner swirling flow, which rotate clock-
wise, appears to be decayed due to the interaction between the
inner and the outer swirl flow. The effect of the inner swirling
flow on flow field is mainly to increase the shear stress in mixing
layers due to opposite flow direction with respect to the outer
swirling flow @15,16#. Dissipation of the swirl in the shear layer
causes a strong pressure gradient in the axial direction, which in
turn causes a reverse flow. Dual peaks are not apparent fromx
535 mm, and the swirl intensity decreases monotonously and dis-
perses radially as the air flows downstream. Similar results have
been reported by Wang et al.@17# and McDonell et al.@18,19# for
CFM 56 swirl cup assembly.

Velocity Fields of Fuel Droplets. The velocity fields of
10–20mm fuel droplets for the three displacements are shown in
Fig. 5. The global flow features of 10–20mm droplets fordND
50.0 mm are similar to those of the continuous phase shown in
Fig. 3. However, the fuel injection makes the main air flow more
divergent, possibly due to momentum decrease in the inner swirl-
ing flow. When the injected fuel meets the inner swirling flow, a
part of angular momentum of the inner swirling flow is transferred
to the fuel and lost as the fuel attaches to the prefilming wall. As
a result, the resultant angular momentum at the flare exit becomes

larger, and the main air flow becomes more divergent. Some drop-
lets having momentum transferred by the inner swirl flow enter
into the recirculation zone.

Another significant change due to fuel injection is related to the
location of recirculation zone. With fuel injection, the recircula-
tion zone forms in further downstream zone, possibly because the
major decay of resultant swirl, which causes the axial pressure
gradient driving reverse flow, occurs further downstream due to
the momentum decrease in the inner swirling flow.

The reverse velocity of the fuel droplets atx545 mm~about 4
m/s! is much smaller than the corresponding reverse velocity of
the gas phase~about 10 m/s!. The reason may be as follows.
Firstly, the axial pressure gradient caused by decay of swirl di-
minishes as the fuel droplets are added. Secondly, the momentum
exchange between fuel droplets and the reverse flow reduces the
reverse velocity. Thirdly, fuel droplets may not follow the air flow
exactly.

Swirl velocity profiles of 10–20 mm droplets for dND
50.0 mm are shown in Fig. 6. Atx525 mm, the negative swirl
velocity near the center indicates that droplets having the same
clockwise rotation as the inner swirling flow exist. But, the clock-
wise swirl disappears and the counter-clockwise swirl due to the
recirculating flow appears near the center atx535 mm. At further
downstream, the droplets have the counter-clockwise swirl only as
the gas phase flow field does~cf. Fig. 4!. However, the magnitude
of swirl velocity of 10–20mm droplets is smaller than that of gas
phase.

As the nozzle displaces, the recirculation zone is significantly
changed. This is because the nozzle displacement alters the result-
ant swirl and the axial pressure gradient at the exit of prefilmer
lip. As the nozzle shifts downwards (dND512.5 mm), the mo-
mentum decrease of the inner swirl due to fuel injection is smaller

Fig. 4 Swirl velocity of gas phase without fuel injection „DPa
Ä4.5 kPa, dNDÄ0.0 bar …

Fig. 5 Effect of nozzle displacement on velocity fields of
10–20 mm driplets „DPaÄ4.5 kPa, DPfÄ0.6 bar …
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than that fordND50.0 mm. This results in a smaller resultant
swirl and a larger axial pressure gradient near the prefilmer exit,
and the flow field becomes closer to that without fuel injection.
The reverse axial velocity atx535, 45 mm is larger than that for
dND50.0 mm but smaller than that without fuel injection. For
upward nozzle displacement (dND523.0 mm), the momentum
decrease of the inner swirl due to fuel injection is larger than that
for dND50.0 mm. This results in a larger resultant swirl and a
smaller axial pressure gradient near the prefilmer exit, and the
recirculation zone becomes wider and shifts downwards.

Figure 7 presents the velocity field of 90–100mm droplets.
Large droplets do not show any significant reverse velocity. At
x535, 45 mm, fordND50.0 mm, 90–100mm droplets have posi-
tive axial velocity while 10–20mm droplets have negative axial
velocity. The magnitude of outward radial velocity is larger than
that for 10–20mm droplets, especially near the edge of spray.
This is believed to be due to the inertia of larger droplets. How-
ever, 90–100mm droplets near the center are decelerated by re-
verse flow and lose the initial momentum quickly.

As the nozzle displaces, the velocity field of 90–100mm drop-
lets is significantly changed. The change corresponds to that for
10–20mm in a sense described in the following. As described for
10–20mm droplets, the downward nozzle displacement (dND5
12.5 mm) shifts the recirculation zone upwards, but the upward
nozzle displacement (dND523.0 mm) shifts the recirculation
zone downwards. Thus, fordND512.5 mm, deceleration of large
droplets due to reverse flow occurs near the prefilmer exit, so that
the velocity of 90–100mm droplets near the center is close to zero

even atx'35 mm. However, fordND523.0 mm, deceleration of
large droplets occurs farther downstream, so that the velocity of
90–100mm droplets near the center becomes close to zero atx
'65 mm.

Figure 8 presents swirl velocity of 90–100mm droplets for
dND50.0 mm. The distributions are in general similar to those of
10–20mm droplets. Atx525 mm, negative swirl of larger drop-
lets is stronger than that of small droplets because of larger inertia
of droplets. At farther downstream locations, swirl velocity of
90–100mm droplets is smaller than that of 10–20mm droplets.

Spray Characteristics. In Fig. 9, the spray characteristics
measured atx545 mm for dND50.0 mm are shown. There are
two maxima in SMD of about 120mm at r'610 mm and three
minima in SMD of about 100mm at the center and of about 80
mm at r'640 mm. The maxima in SMD atr'610 mm are due
to large droplets produced by atomization of the liquid sheet di-
rectly meeting the inner swirling flow before the fuel attaches to
the prefilmer wall. This is evident from the visualization of spray;
the bright region near the center. The large SMD near the edge
appears because large droplets move outward due to their initial
momentum and a part of fluid colliding with the outer flare wall
produces a few large droplets. The minimum in SMD at the center
of spray may be due to the characteristics of simplex atomization
and the small droplets recirculated from downstream. The minima
in SMD at r'640 mm is due to small droplets produced by
prefilming airblast atomization.

There are four maxima in number density. The maxima in num-
ber density atr'620 mm are due to droplets produced by air-
blast atomization and droplets recirculated from downstream
which are captured in the stagnant region. The location of maxima
(r'620 mm) are close to the boundary of reverse flow region.

Fig. 6 Swirl velocity of 10–20 mm droplets for dNDÄ0.0 mm
„DPaÄ4.5 kPa, DPfÄ0.6 bar …

Fig. 7 Effects of nozzle displacement on velocity fields of 90–
100 mm droplets „DPaÄ4.5 kPa, DPfÄ0.6 bar …
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The maxima atr'640 mm are due to droplets produced by air-
blast atomization and captured in the outer, low speed region. The
maxima in volume flux atr'610 mm are due to the droplets
with large size. Atr'630 mm, there are small peaks due to high
velocity flow carrying large number of small droplets produced by
airblast atomization.

Figure 10 shows SMD (D32) and number diameter (D10) dis-
tributions for the threedND’s. When the nozzle displaces posi-
tively (dND512.5 mm), SMD near the center of spray (r ,
610 mm) increases~at x535 mm!. This may be because the por-

tion of droplets which are not produced by the prefilming process
but by the interaction with the inner swirling air increases. The
droplets produced by the latter mechanism have larger size due to
lower Weber number. On the other hand, when the nozzle dis-
places negatively. SMD near the edge of spray decreases~at x
535 mm!. This may be because the prefilming length of the fuel
increases so that the thickness of the film at the exit of the pre-
filmer decreases. As the spray travels downstream, D32 and D10
decreases near the center but increases near the edge of spray.
This may be explained by outward dispersion of large droplets.

Figure 11 presents the number density distributions for the
three dND’s. The number density have four maxima atx
535 mm as explained above. At this axial position, the number
density increases and its distribution becomes wider as the fuel
nozzle displaces upwards (dND523.0 mm). At x565, 95 mm,
the number density distribution for the threedND’s are signifi-
cantly different. At x565 mm, the number density fordND5
12.5 mm has a large peak near the center. Atx595 mm, the
number density fordND523.0 mm has a large peak near the
center. The location of the peak corresponds to the boundary of
the recirculation region. This indicates that recirculation region
extends to further downstream as the nozzle displaces upwards
(dND523.0 mm). Near the edge of spray, the number density for
threedND’s decreases as the spray travels downstream and dis-
perses. The main parameter which influences the number density
distribution atx.65 mm is the recirculation pattern.

Figure 12 presents the volume flux distributions for the three
dND’s. Large peak exist near the center atx535 mm andx
545 mm, when the nozzle displaces downwards (dND5
12.5 mm). The distribution of volume flux becomes more uni-
form as the nozzle displaces upwards (dND523.0 mm). This in-
dicates that the positive nozzle displacement results in more con-

Fig. 8 Swirl velocity of 90–100 mm droplets for dNDÄ0.0 mm

Fig. 9 Spray characteristics

Fig. 10 Effects of nozzle displacement on SMD distribution
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centrated volume flux distribution near the center, while the
negative nozzle displacements results in more uniform volume
flux distribution.

In addition to the deterioration in volume flux distribution,
nozzle shift in the downstream direction of about 15 percent of the
nozzle diameter (dND512.5 mm) causes SMD to increase by
about 20 percent in the center of spray near the prefilmer exit. On
the other hand, nozzle shift in the upstream direction of about 18
percent of the nozzle diameter (dND523.0 mm) causes SMD to
decrease by about 10 percent in the center of spray and by about
20 percent in the spray edge near the prefilmer exit.

Conclusions
An experimental study was carried out to investigate the effects

of nozzle displacement on the structure of fuel spray. It was
shown by flow visualization that significant changes occur in the
spray structure as the fuel nozzle displaces with respect to the
swirler/prefilmer module. Nozzle shift in the downstream direc-
tion ~positive displacement! causes the amount of fuel subjected
to the prefilming atomization to decrease and makes the spray less
divergent. Nozzle shift in the upstream direction~negative dis-
placement! causes the amount of fuel subjected to the prefilming
atomization to increase and makes the spray more divergent.

The recirculation pattern of the flow is significantly changed as
the nozzle displacement alters the resultant swirl and the axial
pressure gradient at the exit of prefilmer lip. Nozzle shift in the
downstream direction results in a smaller resultant swirl and a
larger axial pressure gradient near the prefilmer exit and causes
the recirculation zone to become narrower and to shift upstream.
Nozzle shift in the upstream direction results in a larger resultant
swirl and a smaller axial pressure gradient near the prefilmer exit
and causes the recirculation zone to become wider and to shift
downstream.

Effects of nozzle shift on the spray structure are as follows. As
the nozzle shifts in the downstream direction, SMD near the cen-
ter of spray increases since the portion of fuel subjected to pre-
filming atomization diminishes. On the other hand, as the nozzle
shifts in the upstream direction, SMD near the edge of spray de-
creases since the prefilming length increases so that the thickness
of the film at the exit of the prefilmer decreases. Near the pre-
filmer exit, the number density of fuel droplets increases and its
distribution becomes wider as the fuel nozzle shifts in the up-
stream direction. In the region away from the prefilmer exit, the
main factor which influences the number density distribution is
the recirculation pattern of the flow, and the nozzle displacement
affects the number density distribution by influencing the recircu-
lation pattern. As indicated by the visualization and the measure-
ment results described in the above, nozzle shift in the down-
stream direction results in more concentrated volume flux
distribution near the center, while nozzle shift in the upstream
direction results in more uniform volume flux distribution.
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Nomenclature

D32 5 Sauter mean diameter~SMD!, mm
DPa 5 air pressure drop across the swirler, kPa
DPf 5 fuel pressure drop across the fuel nozzle, bar

d 5 displacement

Subscripts

ND 5 nozzle displacement

Fig. 11 Effects of nozzle displacement on number density dis-
tribution

Fig. 12 Effects of nozzle displacement on volume flux distri-
bution
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Vortex Generators in Lean-Premix
Combustion
A novel fuel-air mixing technique on the basis of vortex generators has been developed
and successfully implemented in the worlds first lean-premix reheat combustor of ABB’s
GT24/GT26 series industrial gas turbines. This technique uses a special arrangement of
delta-wing type vortex generators to achieve rapid mixing through longitudinal vortices,
which produce low pressure drop and no recirculation zones along the mixing section. In
this paper, after a short introduction to the topic, the motivation for utilizing vortex
generators and the main considerations in their design are explained. A detailed analysis
of the flow field, pressure drop and the strength of the vortices generated by a single
vortex generator are presented as one of the three main geometrical parameters is varied.
The results obtained through water model tests indicate that an optimum vortex generator
geometry exists, which produces the maximum circulation at a relatively low pressure
drop price. Moreover, the axial velocity distribution along the mixing section stays uni-
form enough to assure flash-back free operation despite the elevated inlet temperatures
encountered in a reheat combustor. After selecting this optimized geometry, the process of
the arrangement of multiple vortex generators in an annular combustor segment is de-
scribed. The optimum arrangement presented here is suitable both for gaseous and liquid
fuel injection, since it requires only one injection location per combustor segment.
@DOI: 10.1115/1.1335481#

Introduction
On the way to reach the ultra low emission targets of modern

gas turbines, lean premixed combustion appears to be the most
promising technique available today. This technique requires, on
the one hand, passing the maximum amount of air through the
combustor, and on the other, a complete mixing of the air and fuel
injected into it. Only after complete and uniform mixing of air
with fuel, locally lean conditions can be achieved within the com-
bustion zone, which in turn guarantees low NOX formation. The
success of this technique depends primarily on the quality of mix-
ing that can be achieved prior to combustion.

However, achieving sufficiently good mixing within limited
space and residence time available in the mixing section of a gas
turbine combustor is not a simple task. Difficulties arise due to
conflicting requirements from different aspects of the combustor
design, such as mixing, flashback safety, pressure drop, robustness
and reliability of the design.

In order to obtain proper mixing of the fuel and the air streams
both large-scale distribution and fine-scale mixing are necessary.
However, given the fact that the mass flowrate of the fuel ac-
counts only a few percent of the mass flowrate of the air, and the
momentum of the fuel injection is limited with the available sup-
ply pressure, it is not possible to distribute the fuel uniformly
within the air stream when a limited number of injection points
are employed. Unfortunately, a potential multi-point injection so-
lution runs into its limits too, when the size of injection orifices
fall below an allowed limit. Additionally, suitability of such a
solution for liquid fuel injection, which requires special atomizers,
is questionable. Another problem which led to abandonment of
this path in the past has been the combustion instabilities ob-
served, especially under high pressure conditions.

A simple way of overcoming several problems associated with
achieving proper mixing quality is utilizing the momentum of the
air stream via vortex generators. By this way, large scale vortices
can be created by the vortex generators which are employed first

for bulk distribution of the fuel and subsequent fine scale mixing.
A comprehensive research program has been undertaken at ABB
Corporate Research Center to develop fast mixing techniques for
low emission combustion, based on vortex generators. The re-
quirements that no recirculation or low velocity zones can be tol-
erated and the pressure drop due to vortex generators has to be as
low as possible led to vortex generators which generate exclu-
sively streamwise vortices.

A design on the basis of these vortex generators have been
developed and implemented in the second combustor~SEV! of
GT24/GT26 as shown in Fig. 1. A more detailed view of the
vortex generators, as pictured from the downstream end of the
combustor, is presented in Fig. 2.

Previously, a detailed account of the development of the GT24/
GT26 machines, EV burners and SEV combustors have been pre-
sented@1–5#. In this paper the fundamental findings acquired with
various vortex generator geometries during the development of
the SEV combustor are described. First, flow field measurements
with laser Doppler anemometry~LDA ! and mixing quality inves-
tigations with laser induced fluorescence~LIF! techniques from
water model tests are presented. Then, conclusions are drawn on
the optimum vortex generator geometry based on mixing speed,
pressure drop and flashback danger. Additionally, the arrangement
of multiple vortex generators with integrated fuel injection in a
combustor segment and resulting vortex pattern and mixing qual-
ity are presented. Finally, main results and conclusions from these
investigations are summarized.

Experimental Techniques
The mixing and aerodynamics investigations reported here have

been carried out in a water channel with transparent models which
have full optical access from all sides and from the downstream
end for LIF and LDA measurements. Additionally, static pressure
measurements have been conducted in these models with pressure
tabs installed upstream and downstream of the mixing section
model.

The water model has been operated in closed-cycle mode, with
the exception of the LIF tests, during which it was switched to
open-loop mode in order to prevent contamination of the main
stream with injected dye. The mean axial velocity of the main
flow in water model was 1 m/s, resulting in a Reynolds number on
the basis of the hydraulic diameter of about 54,000. Upstream of
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the test section, a settling chamber, equipped with honeycomb-
screen type of flow straighteners, followed by a 9:1 area ratio
matched-cubic contraction ensured nonuniformities in the mean
axial velocity of less than 2 percent and a free-stream turbulence
intensity of about 1.3 percent.

The LIF tests have been conducted with the blue line~488 nm!
of a 5 W Argon-Ion laser beam, transmitted to the test rig via
fiber-optic cable and expanded to a sheet of about 0.6 mm thick-
ness via a cylindrical lens. The injected fluid is a weak solution of
disodium fluorescein, as the main stream is free of dye. The in-
jectant concentrations visualized with this technique have been
recorded with a monochrome CCD camera and digitized with the
help of an 8 bit frame grabber board, which was installed on a
computer. A commercial image processing software was used for
evaluation of statistical values such as the mean injectant concen-
tration and the standard deviation by averaging 10 successive pic-
tures. The accuracy of this method is estimated to be better than 5
percent.

The velocity measurements have been carried out with a two-
component LDA system, operated in backscatter mode. Two com-
ponents of the velocity are measured simultaneously and the third
one is measured separately by rotating the probe 90 deg with
respect to first measurement. The measurement probe was tra-
versed with a computer controlled three-axis traverse system.

Reference Case
As a starting point, the mixing characteristics of a fuel injector

without any vortex generators are of interest. A number of differ-
ent injection geometries, including transverse jets injected from
inner and outer walls, in-stream tube injectors and central single
point injection have been tested. Due to practical considerations
~e.g., number of parts, cooling, suitability for liquid fuel injection,
thermoacoustic instabilities! an injector geometry as depicted in
Fig. 3 has been selected. This injector consists of a single tube
which is inserted into the flow through outer liner and bent 90 deg
in the flow direction. Four injection holes are located at the tip,
pointing slightly away from the horizontal plane in order to
achieve the best possible distribution over the channel cross sec-

Fig. 1 Combustion system of GT24 ÕGT26 gas turbines

Fig. 2 SEV combustor as viewed from the downstream end

Fig. 3 Injection geometry for the reference case without vor-
tex generators
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tion without fuel engulfment in the wake of the injector and with-
out impingement of the fuel jets on the liner walls.

The LIF pictures of injectant concentration over planes perpen-
dicular to mainflow direction are given in Fig. 4, at streamwise
distances ofz/H50.1, 1, 2, and 3. As can be clearly observed
from these pictures, there exists zones with a wide variation in
fuel concentration next to each other in addition to regions where
no fuel exists, even at three channel-height streamwise distance
from the injection. Additionally, with the light sheet positioned
parallel to flow direction, radial and circumferential symmetry
planes are given in Fig. 5. The flow direction is from right to left.
The injector is partly visible at the right side of the picture. These
concentration pictures indicate that the quality of both large and
fine-scale mixing is far from being acceptable. Additional variants
of the same injection geometry with increased injection momen-
tum or other injection hole arrangements deliver similar results.
Namely, only incremental modifications in the large-scale distri-
bution pattern can be achieved when relied on the momentum of
the injection alone. A major improvement in mixing requires uti-
lizing the momentum of the main stream via vortex generators.

Single Vortex Generator
Upon recognition of the fact that the mass and momentum flow

rate of the injection are not high enough to achieve the mixing
quality needed within an acceptable axial length, methods of uti-
lizing the momentum of the main stream have been investigated.
The main requirements from a successful technique are as fol-
lows:

1 no recirculation zones or regions of low velocity along the
mixing section where self-ignition may occur or the flame
can be attached

2 low pressure drop
3 applicable both for gaseous and liquid fuel injection
4 suitable geometry for cooling in case it is necessary
5 simple and robust design

The requirements of low pressure drop and high safety against
flame in the mixing zone led exclusively to delta-wing type vortex
generators which can generate streamwise vortices without any
recirculation zones. In order to satisfy other practical consider-
ations such as mechanical integrity and cooling, a tetrahedral ge-
ometry, which consists of two half delta-wing side surfaces and a
full-delta-wing upper surface has been chosen. A sketch of this
device is given in Fig. 6, labeled with the principal parameters
which define the geometry.

A series of water model tests with this type of vortex generators
have been carried out in order to optimize the strength of the
vortices produced, the flow velocities downstream, and the pres-
sure drop. These tests have been conducted in a rectangular plexi-
glas channel. The ratio of channel height to VG heightH/h was
above two in order to minimize the influence of channel walls on
the flow field. The measurement planes are perpendicular to the
flow direction and located atz/H50.1, 0.5, 1.0, 2.0, and 3.0. The
height to width ratio of the vortex generator was fixed as the
length to width ratio of the vortex generator is varied in four

Fig. 4 The LIF pictures of fuel concentration at four succes-
sive stations downstream of a central lance without vortex gen-
erators

Fig. 5 The LIF pictures of fuel concentration in streamwise
planes downstream of a central lance without vortex genera-
tors Fig. 6 The geometry of a single vortex generator element
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discrete steps. These four steps are labeled as versions A: length
less than width, B: length equal to width, C: length 50 percent
greater than width, and D: length equal to twice the width.

Axial Velocity Distribution Along the Mixing Section. All
three components of the flow velocity have been measured at

successive stations downstream of a vortex generator for constant
vortex generator height~h! and width ~b!, as the length of the
vortex generator~l! has been varied. Among all velocity compo-
nents, the mean axial velocity component is a good indicator of
the potential flame stabilization danger in the mixing zone. In
Figs. 7–10, a series of contour plots showing the distribution of

Fig. 7 Normalized axial velocity „UÕU`… distributions at five
successive planes downstream of vortex generator version A

Fig. 8 Normalized axial velocity „UÕU`… distributions at five
successive planes downstream of vortex generator version B
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the mean axial velocity over transverse planes downstream of the
vortex generator are presented for all four geometries tested. The
horizontal axis length of the plots correspond to the central 50
percent of the total channel width. The vertical axis of the plots
covers the bottom 62.5 percent of the total channel height. The
velocity values shown are nondimensional, normalized with the
mean axial velocity.

The data from the first measurement plane atz/H50.1 reveal
that the first two geometries, namely A and B give rise to a recir-
culation zone at this plane immediately downstream of the vortex
generator. The other two geometries, namely C and D do not
exhibit any negative or zero velocity zones.

Fig. 9 Normalized axial velocity „UÕU`… distributions at five
successive planes downstream of vortex generator version C

Fig. 10 Normalized axial velocity „UÕU`… distributions at five
successive planes downstream of vortex generator version D
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Further downstream atz/H50.5, the recirculation zone down-
stream of version B is already closed, as the negative velocities of
version A are replaced by zero velocities. Evidently, all variants
tested exhibit positive axial velocities starting fromz/H51.0. The
growth rate of the region which is influenced by the vortex gen-
erator is the largest for the version A. Atz/H53.0, the influence
of the vortex generator is visible over almost the entire channel
cross-section for this shortest variant tested as the region influ-
enced by the longest one is still relatively small at this station.

These results demonstrate that, for a givenh/b ratio, a mini-
mum l /b ratio is necessary in order to prevent the formation of a
recirculation zone downstream of the vortex generator. The exact
value of this critical parameter can be best determined after con-
sidering the remaining two aspects of the design. The first one is
the circulation, which is a measure of the vortex strength or, in-
directly, the quality of mixing that can be achieved by a vortex
generator. The second one is the pressure drop caused by this
device, which influences the efficiency and power output of the
whole cycle.

Circulation Versus Pressure Drop. In addition to providing
the basis for the assessment of the potential danger of flame sta-
bilization in the mixing section, the velocity measurements men-
tioned above served to determine the strength of the vortices gen-
erated by each vortex generator. Based on the velocity distribution
over transverse planes downstream of the vortex generator, it was
possible to determine the vorticity distribution, which is defined as
the curl of the velocity vector, namely

vW 5¹W 3VW 5S d

dx
eW x1

d

dy
eW y1

d

dz
eW zD3~UeW x1VeW y1WeW z!. (1)

As far as the strength of the longitudinal vortices is concerned,
the streamwise component of the vorticity vector is of main inter-
est, which is defined as

vz5S ]V

]x
2

]U

]y D . (2)

The partial derivatives in Eq.~2! can be approximated by using
a central differencing scheme
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Substituting~3! and ~4! in ~2! yields,

vz5S Vi 11,j2Vi 21,j

2Dx
2

Ui , j 112Vi , j 21

2Dy D , (6)

wherei and j correspond to the coordinates of the grid point inx
andy directions, respectively.

The circulation,G, as the value of the net vorticity over a region
of the flow, is defined by

G52 R VW •dsW. (7)

This line integral can be converted to a surface integral by
employing the theorem of Stokes@6#, namely

G52E E
S

~¹W 3VW !•dSW (8)

or

G52E E
S

vW •dSW . (9)

This surface integral can now be calculated in discrete steps in
order to calculate the circulation for each measurement plane as
the sum of streamwise vorticity multiplied with the surface area of
the element

G52(
j 51

M

(
i 51

N

v i , jDxDy. (10)

This procedure has been repeated over all measurement planes
for all four variants tested. The results are given in Fig. 11 for five
successive planes, in the form of the circulation calculated with
this method as a function of vortex generator length to width ratio.

Additionally, static pressure difference across the vortex gen-
erators, as measured between a plane located at one channel
height upstream and a second plane located at eight channel
height downstream of the vortex generator, are presented in Fig.
12. These measurements have been carried out both with a single
element and four identical elements positioned side-by-side.

Fig. 11 Circulation values calculated from the velocity mea-
surements at five successive planes as a function of length to
width ratio of the vortex generator

Fig. 12 The pressure drop coefficient of a single and four vor-
tex generators as the length to width ratio is varied
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The dependence of pressure drop coefficient on the vortex gen-
erator length is monotonic, as one would expect. In other words,
the pressure drop caused by a vortex generator increases steadily
with decreasing length. This can be attributed to the fact that with
decreasing vortex generator length, the portion of the dynamic
pressure which can be recovered downstream is reduced as the
steeper angle of attack leads to higher transverse velocity compo-
nents and eventually to a recirculation zone with zero and nega-
tive axial velocities.

On the other hand, the circulation distribution reaches a peak
around version C as the vortex generator length is reduced. Fur-
ther reduction in the length after this point causes the circulation
to decrease. This also can be explained in the light of the velocity
measurements which are in agreement with the previous studies
on swirling flows and vortex breakdown. Studies on delta-wing
type vortex generators have shown that for a fixed angle of sweep,
increasing the angle of attack leads to breakdown position of the
vortices to move upstream. In the extreme case of very high angle
of attack, the breakdown position is located at the leading edge of
the vortex generator. After breakdown, part of the streamwise
vorticity is transformed into spanwise vorticity within the recircu-
lation zone.

Based on this information, it can be concluded that for the
tetrahedral vortex generator geometry selected, an optimum length
exists which generates the strongest vortices for a given width and
height. By selecting the geometry of the vortex generator at this
optimum value, the most important requirement on the way to
achieve the best mixing quality at the minimum pressure drop
price is fulfilled.

Multiple Vortex Generators in a Duct Segment
Once the geometry of a single vortex generator element is de-

fined for maximum vortex strength and for minimum pressure
drop, the next step is the arrangement of these elements in a duct
segment in a way which is compatible with the fuel injection.

Ideally, the fuel is injected from a single location for each seg-
ment such that the same injection nozzle could be utilized for
gaseous and liquid fuels.

The arrangement of the vortex generators has to be selected
with this consideration in mind. Namely, the vortex pattern gen-
erated by a specific arrangement should be capable of distributing
both gaseous and liquid fuel from a single injection location over
the entire cross-section of the segment. A number of potential
candidates for the arrangement have been considered and tested.
A relatively quick and inexpensive method of determining
whether a special arrangement is suitable for the large and fine-
scale mixing purposes is the laser induced fluorescence~LIF! tests
in water model. Here two example arrangements are presented.

A Pair of Opposing Vortex Generators with a Central Fuel
Lance. In this arrangement, a pair of identical vortex generators
are mounted on the opposing walls of the segment, as shown in
Fig. 13. The fuel lance is located at the center, injecting through
four holes which are pointing slightly away from the symmetry
axis.

Fig. 13 The geometry of two opposing vortex generators with
central injection

Fig. 14 The LIF pictures of fuel concentration over four suc-
cessive planes downstream of a pair of opposing vortex gen-
erators with central injection
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The LIF pictures associated with this case are presented in Fig.
14. It is evident from these pictures that the large scale distribu-
tion of the injected fuel is not complete even at three channel
height downstream from the injection. Given the fact that the
length of the mixing section in the machine is less than two chan-
nel heights, it is difficult to achieve the emission targets with this
configuration. Additionally, due to almost completely fuel-free
outer regions, insufficient flame stabilization is to be expected
with such a configuration, since the recirculation zones after the
sudden expansion into the combustor could not be efficiently
used.

Further attempts in the direction of optimization of the mixing
quality with this configuration, by modifying the injection angle
and momentum of the fuel jets or the geometry of vortex genera-
tors, brought only marginal improvements at the cost of increased
pressure drop and flashback danger.

Additional tests with the similar configuration, but with vortex
generators mounted on the upper and lower walls have produced
similar results, namely, a good portion of the channel cross-
section not receiving enough fuel, resulting in large nonuniformi-
ties in mixing. As in the reference case mentioned earlier, when
the momentum of the main stream is not used to the extent it is
needed, problems with increased flashback danger arise due to

overloading of the vortex generators by increasing the angles of
attack and sweep in order to increase the mixing quality. This
problem can be avoided only by increasing the number of the
vortex generators, namely from a pair to two pairs as will be
explained in the next section.

Two Pairs of Opposing Vortex Generators with a Central
Fuel Lance. This arrangement is similar to the previous one,
with an additional pair of vortex generators mounted on the upper
and lower walls, as shown in Fig. 15. The axial positions of the
ends of the pairs are shifted with respect to each other, in order to
provide the space needed for the central injector.

The vortex pattern generated by this arrangement is shown in
Fig. 16, composed of velocity components perpendicular to the
mean flow direction. This measurement has been carried out at the
axial location of the tip of the fuel lance, in the absence of the
lance itself. All four pairs of counter-rotating vortices are visible,

Fig. 15 The geometry of two pairs of opposing vortex genera-
tors with central injection

Fig. 16 The vortex pattern generated by two pairs of opposing
vortex generators at the fuel injection plane

Fig. 17 The LIF pictures of fuel concentration over four suc-
cessive planes downstream of two pairs of opposing vortex
generators with central injection
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each generated by one of the vortex generators. The pairs from the
side vortex generators are clearly larger, in order to provide better
penetration and distribution of the fuel to both sides, which are
distanced further from the lance with respect to upper and lower
regions.

The LIF pictures of fuel concentration for this configuration
over four transverse planes downstream of the injection are given
in Fig. 17. A dramatic increase in the quality of the mixing is
observed from these pictures, when compared to the case with a
single pair of vortex generators. Already at one channel height
downstream from the injection plane, the large-scale distribution
of the fuel is practically completed. Further downstream the fine-
scale mixing progresses, yielding locally more uniform concentra-
tion distribution.

The LIF pictures from the same configuration in streamwise
planes as observed from the side and plan views are given in Fig.
18. As it is evident from these pictures, the injected fluid is rapidly
transported away from the injector and entrained into the vortices
shown in Fig. 16. Moreover, no significant impingement of in-
jectant to the side or top and bottom walls is visible, indicating
that, in the case of liquid fuel injection, the coke formation danger
due to droplets contacting hot surfaces prior to evaporation is
practically nonexistent. An additional advantage of this configu-
ration is that the fuel is transported away from the injector ini-
tially, to come back in the middle of the channel after the recir-
culation zone in the wake of the lance is closed completely, thus,
ensuring no flashback danger due to fuel entrainment in the lance
wake.

The fuel concentration recordings from LIF pictures have been
evaluated with digital image processing techniques in order to
quantify the mixing quality. The data from all three cases reported
are presented in Fig. 19, where the standard deviation in local fuel
concentration,s, normalized with the mean concentration is plot-
ted as a function of the axial distance from injection. Apparently,
in the absence of any vortical structures, other than those gener-
ated by the injection itself, the mixing progresses very slow. After
the first channel height axial length, the reduction in the normal-
ized standard deviation is very gradual, reaching to a value of only
about 45 percent atz/H53. A single pair of vortex generators
brings an improvement of about 12 percent in mixing quality at
z/H53.0, when compared to the reference case. The case with a
pair of vortex generators shows the best value of 15 percent varia-
tion coefficient atz/H53.0.

Summary
A comprehensive investigation has been carried out with delta-

wing type vortex generators with the aim of fuel-air mixing in a
reheat combustor. This investigation produced an optimum vortex
generator geometry, which provides the maximum vortex strength
at the minimum pressure drop price. Owing to the longitudinal
vortices generated by this geometry, no zones with reverse flow or
unacceptably low velocities are encountered along the mixing sec-
tion, thus ensuring reliable operation without flame attachment or
flashback prior to complete mixing.

In addition to optimization of a single element, an arrangement
of two opposing pairs of vortex generators in a rectangular com-
bustor segment is presented. This arrangement allows rapid mix-
ing with a single, central injector, both for gaseous and liquid
fuels. The experience gained with this arrangement through a
number of high pressure tests@5# verified the feasibility of the
concept presented here. More recently, starting with the first
GT24 machine in Gilbert, NJ, and the first GT26 machine in Birr,
Switzerland, a number of gas turbines with this technology have
been commissioned into service, confirming the findings from the
development tests.
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Generation of Five-Axis Cutter
Paths for Turbomachinery
Components
A simple, yet useful algorithm is developed to generate tool paths with global interference
checking for five-axis point milling of turbomachinery components. Based on the pro-
jected distance between the surface data and the cutter-axis of a cylindrical ball-end mill,
interference between the surface of a workpiece and the cutter can be detected. Given the
cutter contact points of the surface and the cutter’s size, it can produce the cutter location
data without incurring interference through relatively rotating and tilting the workpiece.
Applications of the developed procedure to five-axis machining of centrifugal compressor
impellers with 13 and 15 blades are illustrated to demonstrate the usefulness and reli-
ability of the approach. @DOI: 10.1115/1.1340639#

Introduction
To efficiently machine turbomachinery components such as

centrifugal compressors, axial compressors, and fans having com-
plex, overlapping surfaces, five-axis numerically controlled~NC!
machine tools possessing many degrees of freedom are necessar-
ily utilized to perform point milling. To produce such components
with desired precision, correct cutter contact~CC! data must first
be generated considering the scallop height@1,2#, overcutting, and
local gouging@3# of the part surfaces. More importantly, before
machining, the possibility of tool interference must be avoided so
that proper cutter location~CL! data can be decided and tool paths
can be schemed. Otherwise, desired geometries of parts may be
cut and/or the impact may result in the fracture of the cutter and
the damage of the machine tool.

To machine parametric, sculptured surfaces within specified
tolerances, a number of studies have been reported to characterize
the scallop height and/or to improve it for local gouging. Loney
and Ozsoy@4# proposed a numerical procedure to find the para-
metric value that will produce the largest chordal deviation. Vick-
ers and Quan@5# determined the effective radius of a flat-end
cutter as a function of cutter-tilting angles for machining low cur-
vature surfaces. By establishing triangular polyhedron models
@6,7#, CL data without gouging can be yielded by checking the
distances from the center of the ball-end mill to the CC data along
tool paths. Oliver et al.@3# developed two techniques to analyze
the chordal deviation and to detect gouging. By five-axis surface
machining, Choi et al.@8# generated CL data from the given CC
paths to give minimum cusp heights. Recently, Wu@9# as well as
Elber and Fish@10# developed flank~side! milling techniques to
machine turbomachinery parts with ruled surfaces to obtain
smaller scallop heights using five-axis mill centers.

In order to remove the collision problem between the cutter and
the workpiece, various approaches have been attempted to deal
with global cutter interference. Typically, constructing solid mod-
els, Wang@11# proposed an algorithm to calculate interference-
free zones utilizing a moving frame of reference. Using recursive
subdivision of the control polygon of Bezier curves and surfaces,
Tseng and Joshi@12# showed algorithms to determine tool-
approach directions without interference. Based on the solid mod-

eling technique, Takeuchi and Idemura@13# as well as Takeuchi
and Watanabe@14# generated collision-free tool paths by checking
the shape data of the tool that is never within the workpiece. Also,
employing the control polygon of a sculptured surface, Lee@15#
developed a procedure to find the feasible cutter orientation range
without collision. Approximating surfaces into a set of polygons,
Li and Jerard@16# recently used a bucketing scheme@17# to detect
interference between a flat-end cutter and a polygon, and adjusted
the tool-axis to avoid it.

Generally the complete geometry of a turbomachinery compo-
nent is composed of various types of surfaces, i.e., blending sur-
faces, ruled surfaces, and sculptured surfaces. To machine such a
part successfully, it becomes necessary to cut it by point milling.
The procedure described here provides a relatively simple and
effective tool to produce cutter paths with global tool interference
checking. Regardless of the type of surfaces, in this article to
detect global interference, it is more convenient to select CC
points for checking. Furthermore, as mentioned earlier, the num-
ber of CC points are also determined according to the analysis of
surface roughness for manufacturing tolerances. Based on the pro-
jected distance between the CC point and the cutter-axis as well as
the size of a cylindrical ball-end mill, interference between the
desired surface and the cutter can be detected. As a result, admis-
sible cutter rotating and tilting ranges can then be determined.
Therefore, the CL data required in the machining process can be
generated through rotating and tilting the workpiece. The steps
needed to fulfill the approach will be outlined based on a popular
type of five-axis machining shown in Fig. 1. By the use of this
method, practical application examples for machining compressor
impellers by the type of a five-axis machining center shown in
Fig. 1 are given to illustrate its effectiveness and reliability.

Background
As shown in Fig. 2, during the machining process, the cutter is

guided to touch a prescribed CC point,r , on the surface of a
workpiece. With an offset equal to the radius,R, of the cylindrical
ball-end cutter, the offset point ofr can be denoted asp5r
1Rn. n is the unit normal vector at pointr , and it can be easily
evaluated for a general parametric surface@18#. Corresponding to
r , the CL data,L5~b,u!, can be expressed by the position of the
tip of the cutter,b, and the unit vector of the cutter-axis. Note that
b can be written as

b5r1R~n2u! (1)

The global interference problem is defined as any portion of the
desired geometry of a workpiece is within the flank of a cylindri-
cal ball-end cutter. To overcome this difficulty, by rotating and
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tilting the rotary table of the machining center plotted in Fig. 1,
the direction of the tool axis can be relatively adjusted so that a
new vector ofu needed in Eq.~1! can be evaluated. As a result, a
CL data without interference may be found from Eq.~1!.

In order to find an admissible direction of the cutter-axis with-
out interference, based on the configuration of a five-axis machine
tool illustrated in Fig. 1, the coordinates of a CC point on the
workpiece is first rotated about thez-axis for an angle off and
then tilted about thex-axis for an angle ofu in thex-y-zcoordinate
system shown in Fig. 3. In such a sequence, the involved process
of calculations for finding an admissible direction of the cutter-
axis will be more concise. This process of transformation can be
written in a matrix form as

@Rzx#5@Rzf#@Rxu# (2)

However, the result above is exactly identical to that obtained by
tilting the workpiece for an angle ofu about thex-axis and then
rotating it about thez8-axis in thex8-y8-z8 coordinate system
illustrated in Fig. 3 for an angle off. In operation of the rotary
table plotted in Fig. 1, note that the rotation~B-axis! is performed
about thez8-axis whose direction is changed due to a tilt ofu
about thex-axis. The transformation matrix of this step can be
expressed as

@Rxz8#5@Rxu#@Rz8f# (3)

The identity between Eqs.~2! and ~3! is established in the
Appendix.

Determination of Admissible Cutter Orientation
As described earlier, the task of machining turbomachinery

components with complex geometries can be conveniently accom-
plished by using five-axis machine tools especially for the global
interference problem that must be overcome. For producing
interference-free tool paths, the center of the ball-end of a cutter
with a specified orientation is placed at the offset point of a CC
point with an offset equal to the radius of the cutter. Then, as
depicted in Fig. 4, the CC point is checked for interference be-
tween the workpiece and the cutter. To create interference-free
cutter paths by adjusting tilting and rotating axes of a five-axis
machine tool, all the schemed CC points must be outside of the
flank of the used cutter.

Chordal Deviation and Scallop Height. Since the limitation
of the shape of tool cutters and the characteristic of the machined
surface, it is difficult to avoid incurring the state of surface rough-
ness in point milling. The criterion to determine the number of CC
points is based on the surface roughness. For this concern, as
shown in Figs. 5 and 6, two kinds of surface roughness, the scal-
lop height and the chordal deviation, are taken into account.
Shown in Fig. 6,r (u) is the cutter contact point on an isopara-
metric tool path in the primary direction~u! of the machined sur-

Fig. 1 Schematic illustration of a type of five-axis machining

Fig. 2 Schematic illustration of interference and cutter
location

Fig. 3 Coordinate systems

Fig. 4 Schematic illustration of rotational range of a cutter and
interference
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face. The chord bounded fromr ~0! to r ~1! is denoted by vectorc.
The perpendicular vectord from the chord to pointr (u) of the
curve can be written as

d5r ~u!2r ~0!2lc (4)

where l5
@r ~u!2r ~0!#•c

ucu2

As shown in Fig. 6, the maximum chordal deviation occurs
when the tangent vectorṙ is perpendicular tod, i.e.,

ṙ•d50, (5)

and it is a true maximum when

r̈•d,0 (6)

Under the maximum tolerant chordal deviation, it is possible to
determine the isoparametric step length in the primary direction
~u! from Eqs.~4! to ~6!.

The other view of the surface roughness is along the cross
direction ~n! of the machined surface, i.e., the scallop height be-
tween two adjacent tool paths of a ball nose cutter. Both of the
convex portion and the concave portion must be concerned. Fig-
ures 7 and 8 illustrate the geometric relationships for cases of the
convex surface and the concave surface, respectively. Once the
radius of the ball nose cutterR is given, the step lengths in the
convex portion can be found as

s52H R22F2Rr2d222dr

2~d1r! G2J 1/2

(7)

whered is the scallop height andr is the radius of curvature of the
curve. Since the radius of curvature does not vary too much in a
small region, we can assume that the radius of curvature between
two adjacent touches are approximately equal. In a similar way,
the step length in the concave portion can also be obtained as

s52H R22F2dr22Rr2d2

2~d2r! G2J 1/2

(8)

Once the maximum tolerant scallop height has been determined,
from Eqs.~7! and~8!, the proper step length in the cross direction
can be decided.

According to the analyses of the chordal deviation and the scal-
lop height above, the CC points on the surface of a turbomachin-
ery part are determined from the step lengths in both parametric
directions. Therefore, CC points could be given under required
accuracy. Moreover, the cutting speed which enormously influ-
ences the surface quality of a part is proportional to the active
radius of the cutter. It is intended to avoid utilizing the center of
the cutter for no effective milling@19# since it will usually leave
tool marks on the part surface. Hence, we should also adjust the
direction of the axis of the cutter that is not collinear to the direc-
tion of the normal of a CC point while determining rotating and
tilting angles for global interference.

Algorithm. Given CC points and based on the projected dis-
tance between the CC point and the axis of a cylindrical cutter to
detect interference, the algorithm to generate interference-free tool
paths can be described in a step-wise fashion in the following
outlines:

~1! Select an appropriate size of a cylindrical cutter with a
ball-end, considering the geometric features of a workpiece;

~2! Calculate the offset point mentioned earlier for each CC
point. And, then position the center of the ball-end of the cutter at
the offset point by moving the three translation axes of the five-
axis machine tool;

~3! Choose a proper angle off for turning theB-axis of the
machine tool indicated in Fig. 1 by considering the selected cutter

Fig. 5 Compositions of surface roughness

Fig. 6 Chordal deviation

Fig. 7 Scallop height of the convex surface

Fig. 8 Scallop height of the concave surface
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size and the geometric features of a particular workpiece. For
example, the spacing between two neighboring blades of a cen-
trifugal impeller;

~4! Calculate the angular range ofu for theA-axis shown in Fig.
1, based on the angle off determined in the step above;

~4.1! Compute the possible angular range of a CC point by
rotating the cutter~flank! about the offset point to touch
all other CC points that are assumed to be interference
points illustrated in Fig. 4;

~4.2! Find the intersection of angular ranges determined above.
The common range will constitute the possible tilting
range for the single CC point;

~4.3! Decide a tilting angle by avoiding the direction of the axis
of the ball-end cutter being collinear to that of the CC
point normal;

~4.4! Generate the CL data for the CC point based on the angles
of f andu;

~5! Repeat steps of~4.1! through~4.4! for all CC points on the
schemed tool path.

The CL data obtained above are applicable to a simultaneous
five-axis machine tool without incurring collision. If the motion
control of a five-axis machine tool is not simultaneous for its
rotary table, one more step after step~5! above is needed to de-
termine the intersection of range for tilting angles corresponding
to the CC points along a schemed tool path. Then, a specific tilting
angle decided from the intersection of the tilting ranges for a
single tool path can be used with such a machine tool.

Two Types of Five-Axis Machine Tools. The procedure de-
scribed above can be easily implemented to obtain the admissible
direction of the cutter-axis without incurring interference by rela-
tively rotating and tilting the workpiece. The calculations and so-
lution required in step~4.1! above for a CC point will be illus-
trated in detail below for two types of five-axis machine tools.

Referring to Fig. 1, for a point,~x,y,z!, in space, we select an
angle off for rotation about thez-axis and this transformation can
be expressed as

~x8,y8,z8!5~x,y,z!F cosf sinf 0

2sinf cosf 0

0 0 1
G

5~x cosf2y sinf,x sinf1y cosf,z! (9)

Then, the transformation of the point in Eq.~9! tilted about the
x-axis for an angle ofu can be written as

~x9,y9,z9!5~x8,y8,z8!F 1 0 0

0 cosu sinu

0 2sinu cosu
G

5~x8,y8 cosu2z8 sinu,y8 sinu1z8 cosu!
(10)

From the result of the coordinate transformation given in Eq.
~10!, if a CC point just touches the flank of a cutter, then the
projected distance from the CC point to the offset point, i.e., cen-
ter of the cylindrical ball-end of the cutter, is equal to the radius of
the mill and can be shown as

~xcc9 2xo f9 !21~ycc9 2yo f9 !25R2 (11)

where subscripts,cc andof, respectively denote coordinates of the
CC point and the offset point. Equation~11! can be further de-
scribed as

@~ycc8 2yo f8 !cosu2~zcc8 2zo f8 !sinu#25R22~xcc8 2xo f8 !2 (12)

Substitutingb5ycc8 2yo f8 , c5zcc8 2zo f8 , and a5R22(xcc8 2xo f8 )
into Eq. ~12! yields

~b cosu2c sinu!25a (13)

Using trigonometric relationships, we can also write Eq.~13! as

b2S 11cos 2u

2 D1c2S 12cos 2u

2 D22bc cosu sinu5a (14)

Moreover, Eq.~14! can be represented as

e cos 2u2 f sin 2u5g (15)

wheree5(b22c2)/2, f 5bc, andg5a2@(b21c2)/2#.
Letting tanu5t and substituting sin 2u52t/(11t2) as well as

cos 2u5(12t2)/(11t2) into Eq.~15!, we can derive the solution of
Eq. ~15! as

t1,25
2 f 6Af 22~g22e2!

~g1e!
(16)

or

u1,25tan21~ t1,2! (17)

Note that Eq.~17! has two roots for the admissible tilting angle
of a CC point that is illustrated in Fig. 4. As described earlier,
tilting angles for other CC points can be solved in a similar way.

Based on a different type of five-axis machining shown in Fig.
9, the derivation of the tilting angle for a CC point is given here.
Comparing the configuration of this machine tool to that shown in
Fig. 1, we can see that theA-axis of this machine is tilted about
the y-axis and theB-axis is rotated about thez-axis. Therefore,
one can modify Eq.~10! as

~x9,y8,z9!5~x8,y8,z8!F cosu 0 2sinu

0 1 0

sinu 0 cosu
G

5~x8 cosu1z8 sinu,y8,2x8 sinu1z8 cosu! (18)

In a similar manner, if a CC point just touches the flank of the
cutter, then the projected distance, Eq.~11!, from the CC point to
the offset point can be written as

@~xcc8 cosu1zcc8 sinu!2~xo f8 cosu1zo f8 sinu!#21~ycc8 2yo f8 !2

5R2 (19)

Letting b5xcc8 2xo f8 , c5zcc8 2zo f8 , anda5R22(ycc8 2yo f8 )2, one
can express Eq.~19! as

Fig. 9 Schematic illustration of a different type of five-axis
machining
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~b cosu2c sinu!25a (20)

It is obvious that the formula above has the same form as that
of Eq. ~13!. Hence, for a five-axis machine tool of this type, the
same solution given in Eq.~20! can be again employed in the
process of finding the admissible tilting range for a CC point.

Application Examples
To verify the usefulness and reliability of the approach de-

scribed above, two application examples are illustrated to show
five-axis machining of centrifugal compressor impellers. In these
two cases, one has 13 blades and the second is with 15 blades. To
machine the impellers with various numbers of blades, based on
the developed algorithm introduced earlier, an interactive com-
puter code in C language is written and run on a personal com-
puter to implement the procedure to generate collision-free tool
paths.

Before performing the algorithm here, the basic definitions
about the geometry of impellers are first to be introduced. The
geometry of an impeller is basically characterized by its blade and
hub surfaces. Here represented by ruled surfaces@20#, the blades
are defined by camber surfaces@21#. A camber surface is used to
form the pressure side surface and the suction side surface by its
offset surfaces with an offset from both sides. As indicated in Fig.
10, a camber surface is a ruled surface constructed by linearly
interpolating between two known boundary curves, the hub cam-
berline ~curve A-E! and the shroud camberline~curve M-Q!.
Therefore, the pressure side and suction side surfaces are also
ruled surfaces. By referring to Fig. 11, the hub surface is gener-
ated by rotating the hub camberline with respect to the axis of the
impeller. In addition, a constant-radius blending technique@22# is
applied to construct the blends between the blade and the hub
regions for pressure and suction sides.

In the first application example, the dimensions of the blank
~aluminum alloy 7075! for the impeller having 15 blades are 118
mm and 36 mm for its diameter and height, respectively. The
minimal gap between two adjacent blades of this 15 blade impel-
ler is about 9 mm. The diameter of the chosen cylindrical ball-end
cutter is 4 mm. Also, two constant-radius blending surfaces are
constructed based on the cutter size. One blending surface is built

between the hub surface and the pressure surface. And, the second
blending surface is generated between the hub surface and the
suction surface.

With the consideration of the gap between two neighboring
blades of the impeller and the size of the mill, the angle off
512 deg is selected for calculations. For checking collision, the
numbers of CC points in each block between two neighboring
blades for the pressure side surface, the suction side surface, and

Fig. 10 Schematic illustration of camber, pressure side, and
suction side surfaces of an impeller

Fig. 11 Schematic illustration of a 15-blade impeller

Fig. 12 „a… Simulated result for tool marks; and „b… tool marks
left on the cut hub surface
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the hub surface are determined based on the analyses of the
chordal deviation and the scallop height for manufacturing toler-
ances. The resulting CL data are further postprocessed for em-
ploying the type of the five-axis machining shown in Fig. 1 to
machine the impeller.

As mentioned earlier, for a CC point, a range for the tilting
angles without incurring interference may be identified even
though it is limited within a small zone. In order to select a tilting

angle for each CC point for cutting the impeller, the orientation of
the cutter-axis can further be checked. Since the tip of a cylindri-
cal ball-end cutter has the lowest efficiency in material-removal
rates, if possible, the direction of the cutter-axis should not be
collinear to that of the CC point normal. Otherwise, as presented
in Fig. 12 with the simulated result and the machined impeller, the
tip of the cutter will often leave tool marks on the hub surface of
the impeller. Improvement for this situation is reflected in Fig. 13
with the simulated result and the cut impeller. The photograph
given in Fig. 14 shows the complete geometry of the successfully
cut 15-blade impeller.

In a similar way, Fig. 15 illustrates the five-axis machining of
an impeller with 13 blades for the second example. To generate
interference-free tool paths, in this application, the used cutter
size, material, and the size of the blank are the same as those of
the first case. However, the shape of the blades is different. Fur-
thermore, the constant-radius blending technique is again utilized
to build blending surfaces. The machined impeller is photo-
graphed in Fig. 16.

Discussion and Conclusion
A simple and reliable algorithm that can be applied to generate

collision-free tool paths for five-axis machining of turbomachin-
ery parts is developed. Regardless of the type of surfaces on such
a workpiece, only CC points are needed in the process of checking
with the consideration of the chordal deviation and the scallop
height. As has been demonstrated by practical application ex-
amples, the feasibility and versatility of the procedure is success-

Fig. 13 „a… Simulated result for improved tool marks; „b… im-
proved tool marks left on the cut hub surface

Fig. 14 A machined impeller with 15 blades

Fig. 15 Five-axis machining of an impeller with 13 blades

Fig. 16 A machined impeller with 13 blades
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fully verified. Though it is illustrated by a popular type of a five-
axis machining center, the approach to its implementation does
not depend on the particular choice of hardware.

In this article, only the type of cylindrical ball-end cutters is
handled in the procedure. For machining general turbomachinery
components, different shapes of cutters may be also used and it is
well worth making the effort to include them in the algorithm.
Also the choice of a tilting angle from the feasible range of cutter-
axis for maximum material-removal rate is being observed.
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Appendix
The well-known complete transformation for a general case of

rotation about an arbitrary axis in space can be described as~Ref.
@20# p. 123!

@M #5@T#@Rx#@Ry#@Rf#@Ry#
21@Rx#

21@T#21 (A1)

where @T#, @Rx#, and @Ry# respectively denote the translation
matrix, the transformation matrix for rotation about thex-axis, and
the transformation matrix for rotation about they-axis. And,@Rf#
is az-axis rotation matrix for the rotation about the arbitrary axis.
Others in the right-hand side of Eq.~A1! are inverse matrices. By
referring to Fig. 3, since thez8-axis passes through the origin, the
transformation for a rotation about thez8-axis is relatively simple
and can be written as

@Rz8f#5@Mz8f#5@Rx#@Rf#@Rx#
21 (A2)

To make thez8-axis coincident with thez-axis, it is necessary
to rotate an angle of2u about thex-axis and the transformation
matrix, @Rx#, is

@Rx#5@Rx~2u!#

5F 1 0 0 0

0 cos~2u! sin~2u! 0

0 2sin~2u! cos~2u! 0

0 0 0 1

G
5F 1 0 0 0

0 cosu sinu 0

0 2sinu cosu 0

0 0 0 1

G5@Rxu#21 (A3)

The rotation matrix,@Rf#, is performed for an angle off about
thez-axis, and it can be denoted as@Rf#5@Rzf#. Also, note that

@Rx#
215@Rx~2u!#21

5F 1 0 0 0

0 cos~2u! sin~2u! 0

0 2sin~2u! cos~2u! 0

0 0 0 1

G 21

5F 1 0 0 0

0 cosu sinu 0

0 2sinu cosu 0

0 0 0 1

G5@Rxu# (A4)

Therefore, Eq.~A2! can be expressed as

@Rz8f#5@Rx~2u!#@Rzf#@Rx~2u!#215@Rxu#21@Rzf#@Rxu#
(A5)

From Eq. ~A5!, one can see that the result of Eq.~2! coincides
with that of Eq.~3! because

@Rxz8#5@Rxu#@Rz8f#5@Rxu#@Rxu#21@Rzf#@Rxu#

5@Rzf#@Rxu#5@Rzx# (A6)
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Reconditioning of Gas Turbine
Components by Heat Treatment
At the high operating temperatures experienced within a gas turbine, creep damage is a
major life-limiting factor. This is especially true for components which are highly stressed
and closest to the hot gas inlet end of the machine, such as the rotating blades in this
area. The ability to recover the creep properties of used gas turbine components might
enable their service lives to be increased considerably. Thereby, maintenance costs could
be reduced. Previous research into the feasibility of reconditioning crept superalloys by
heat treatment will be reviewed and perceived limitations identified. The current work will
add to knowledge on the effects of conventional recovery techniques and will explore
potential new heat treatment regimes. The experimental and analytical methods to be
used will be both described and supported by preliminary results.
@DOI: 10.1115/1.1287593#

Introduction
The hot gas path components of a gas turbine predominantly

comprise nickel-based superalloys. They operate under tempera-
ture and stress conditions which will result in creep damage over
time. Probably the most costly manifestation of the problem is the
need for regular replacement of the stages of rotating blades
which are located closest to the hot gas inlet end of the machine.
In a large power generating gas turbine, first stage blades can
require replacement after only 50,000 equivalent operating hours
~EOH!. These blades are expensive, primarily due to their com-
plex fabrication route~they are usually of the directionally solidi-
fied or single crystal type!. Hence, there is considerable incentive
to increase their service lives.

The potential to recover the creep properties of pre-crept super-
alloys has been investigated by numerous authors during the last
four decades@1–13#. Recovery of pre-crept specimens has been
reported when utilizing heat treatment regimes such as

~a! simply holding unloaded Nimonic 80A specimens at the
creep temperature for around 12 hours to effect cavity sin-
tering @1#

~b! repetition of the original heat treatment regime in order to
restore the initial microstructure@6#

~c! hot isostatic pressing~HIPing! of IN738 followed by re-
heat treatment to both sinter cavities and effect microstruc-
tural modification@11#

The observed recovery has been attributed to

• changes in dislocation structure
• movement of grain boundaries~via grain growth! such that

cavities are removed from them and, hence, cannot continue
to grow via grain boundary diffusion

• microstructural modification~via re-solution/re-precipitation!
• changes in cavity shape and their sintering~by vacancy dif-

fusion under the action of surface tension and/or applied pres-
sure!

In general, however, previous studies have been based upon a
small sample batch size and have predominantly assessed recov-
ery in terms of creep parameters; by subjecting pre-crept speci-

mens to recovery heat treatments and repeating the creep test.
This is of concern given the normal scatter of results expected on
creep testing and may be illustrated by reference to Fig. 1 of the
current work. Here eight specimens of Nimonic 80A have been
tested to rupture at a temperature of 750°C under the action of a
constant load which was equivalent to a tensile stress of 263
N/mm2 at the start of each test. Specimen X exhibits over twice
the time to failure of Specimen Y. Had the former been fortu-
itously selected for recovery heat treatment a quite significant, yet
false, life extension would have been observed. The majority of
studies have also failed to incorporate control specimens, where a
pre-crept specimen would be subject to repetition of the creep test
without seeing any recovery heat treatment. Therefore, any influ-
ence of the unloading cycle on apparent recovery has not been
assessed. Changes in density are clearly a means of indicating
void sintering on heat treatment and, therefore, could add weight
to other evidence of recovery. Whilst the technique has been used
in evaluating the ability of HIPing to sinter creep cavities@14#,
assessment of recovery by creep testing was not featured in the
same study. It does not appear that density measurements accom-
panied any of the studies featuring recovery of superalloys by
conventional heat treatment.

Clearly, in view of the potential benefits associated with the
ability to recover the creep properties of gas turbine components,
it is important to investigate the phenomena more thoroughly. By
testing a number of specimens to rupture and by producing nu-
merous control samples, in addition to multiple specimens recov-
ered by each heat treatment regime, this work aims to add to the
body knowledge on recovery by conventional heat treatment. Sub-
sequently, recovery will also be assessed in terms of density
change. Further, an alternative recovery technique which utilizes
microwaves in addition to conventional heating will be investi-
gated. It is considered that the electric fields associated with mi-
crowaves can enhance sintering rates by influencing the diffusion
of vacancies during thermal/microwave heating@15#. Furthermore
there is some evidence that the application of magnetic fields,
which are a component of microwaves@16#, can reduce defect
density and affect stress relaxation in a range of materials@17,18#.
If the ability of microwaves to sinter cavities is established, then
the technique might be utilized to avoid the high pressures asso-
ciated with HIPing. Nimonic 80A was selected for the study on
the basis of its microstructural simplicity relative to other super-
alloys and previous work@1,2# indicating that its recovery could
be affected by a single stage heat treatment at only 750°C for
around 12 h.
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Experimental

Sample Preparation. Solution treated Nimonic 80A bar was
sectioned and machined to produce creep test specimens of 50
mm gauge length and 6.4 mm in diameter. The specimens were
then subjected to a multi-stage heat treatment under argon to de-
velop optimum creep resistant properties. The heat treatment re-
gime comprised the following:

~i! heating to 1200°C and holding for 8 h
~ii ! cooling to 1150°C and holding for 3 h
~iii ! cooling to 1080°C and holding for 24 h and
~iv! cooling to ambient temperature
~v! heating to 820°C and holding for 18 h

Creep Testing. All creep tests were performed under con-
stant load conditions and at a temperature of 750°C. The applied

load was calculated to give an initial stress of 263 N/mm2 in all
cases~being based upon specimen dimensions prior to any creep
testing!. Gauge length extensions were monitored every 10 min
and logged by a computer via extensometers clamped to the speci-
men and linear displacement transducers mounted in apertures
within the extensometer legs. The temperature distribution along
the specimen was monitored by a pair of thermocouples attached
at either end of the gauge length.

Whilst testing to rupture and generating pre-crept specimens,
the temperature was allowed to stabilize for a minimum of 2 h
prior to loading and was controlled to within1/25°C of the se-
lected test temperature. Data logging commenced at zero load,
such that the elastic extension on loading was recorded as well as
creep strain with time. The tests were terminated at a pre-defined
strain value by cooling under load. A pre-strain of 1.5 percent was
initially selected as being representative of beyond the normal

Fig. 1 Creep curves to rupture for Nimonic 80A „tested at 750°C, constant load and an initial
stress of 263 N Õmm2

…

Fig. 2 Typical data logged on creep testing to 1.5 percent strain, where «o
Ästrain at full load minus strain at zero load
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service life for a gas turbine blade—this comprised both elastic
and creep strain components as shown from typical as-logged data
in Fig. 2. Pre-crept specimens were then either returned to creep
testing as controls or subject to a reconditioning heat treatment
before re-testing. Thus far, reconditioning has been attempted by
soaking at the creep temperature for 750 min, both with and with-
out the application of a microwave field. In the former case, the
thermal heat input was automatically adjusted to compensate for
any microwave heating. The second stage of creep testing was
affected by heating to the creep temperature as quickly as possible
and loading the specimen when the temperature was within 5°C of
the target. This stage of testing was terminated by specimen
rupture.

Analysis. The logged data was entered into a spreadsheet
such that plots of Strain~percent! versus Time~hours! were gen-
erated. Timet50 was defined as being at the end of the loading
period such that the intercept with the y axis represented the elas-

tic strain, as illustrated in Fig. 3. It was a straightforward opera-
tion to determine both the total strain and time to rupture for
specimens taken to destruction in a single test. Both control and
recovered specimens were initially analyzed by adding the time
and creep strain during the second stage of the creep test to the
respective figures from the pre-straining portion of the test.
Hence, a measure of total strain and time to rupture was obtained
for all interrupted creep tests. The minimum creep rate for each
test was determined by fitting theu-projection equation@13,19#
~Eq. 1!, modified to incorporate the elastic strain via Eq. 2, over
the first 1.5 percent total strain of each curve and assessing the
resulting gradients using Eq. 3. Theu-projection equation is
claimed to be capable of predicting long term creep behavior from
relatively few short term constant stress tests. In the present study
it has merely been used for curve fitting, with the change in stress
acting on the test piece due to its reduction in area being regarded
as insignificant up to 1.5 percent strain. The values of minimum

Fig. 3 Data manipulation in spreadsheet, where «oÄstrain at full load minus strain at zero
load and occurs at tÄ0

Table 1 Summary of creep test results
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creep rate and time to rupture for specimens tested directly to
rupture were then utilized to determine a generalized Monkman–
Grant relationship@20# via Eq. 4. The results of control tests were
also analyzed using the same technique and data generated from
creep tests on reconditioned specimens was assessed relative to
the rupture and control data obtained.

Results and Discussion
The results of creep tests carried out to date are summarized in

Table 1. In determining the minimum creep rate by fitting the
u-projection equation, it was noted that the creep curve could be
extrapolated for an average of 50 h. In the case of specimens
subject to recovery heat treatment, this is also evident and might
be indicative of the absence of recovery. Consideration of the
mean and standard deviations for each of the four sets of data,
further reinforces this preliminary conclusion.

The data generated from both control specimens and testing to
rupture is represented in Figure 4. Here curves based upon the
Monkman–Grant relationship, given in Eq. 4, have been fitted to
both sets of data. Similar values for bothb and C, within the
accuracy of the fit, are obtained. When both the control and rup-
ture data are merged together, the fitted line~shown in Fig. 5!
serves as a baseline for comparison with data generated from re-

covered specimens. Recovery upon heat treatment would be evi-
dent if associated points lay above the baseline. The inclusion of
all data from specimens heat treated both thermally and with the
application of microwaves in Fig. 5 clearly indicates that neither
heat treatment regime has effected significant recovery of speci-
mens pre-strained to 1.5 percent total strain. It is noted, however,
that some results taken in isolation~as might occur when testing a
smaller batch size! could be considered to indicate recovery.

Previous work has indicated that recovery becomes increas-
ingly difficult as the amount of tertiary creep damage increases.
Therefore, the present pre-straining of specimens to 1.5 percent
total strain may represent too much creep damage for the particu-
lar heat treatment processes employed to recover. However, pre-
liminary findings from tests conducted on specimens which were
pre-strained to only 0.5 percent total strain prior to re-heat treat-
ment without the application of microwaves are also indicative of
the absence of recovery under the currently selected conditions.
Hence, the present results may also indicate that the recovery
observed by other authors was merely the fortuitous result of sta-
tistical variation and small sample batch size.

Conclusions
Work undertaken to date has demonstrated the limitations of

assessing the recovery of creep properties on heat treatment by
tests conducted on a small number of samples. It has also been
found, within the accuracy of this technique, that neither unload-
ing, nor the thermal~or thermal plus microwave heat treatment!
regimes employed can affect the recovery of Nimonic 80A speci-
mens pre-strained to 1.5 percent total strain. Hence, future work
will focus on the recovery of creep properties in a number of
specimens subject to a lesser pre-strain~say 0.5 percent!, and will
also involve re-solution treatment and re-precipitation both with
and without the application of microwaves. It is further considered
important that any density changes resulting from the various heat
treatments be determined.

Equations

«5u1~12exp~2u2t !!1u3~exp~u4t !21! (1)

However, inserting into« f5«o1«c gives

« f5«o1u1~12exp~2u2t !!1u3~exp~u4t !21! (2)

«R5d« f /dt5u1u2 exp~2u2t !1u3u4 exp~u4t ! (3)

~«R min!
bt f5C (4)
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Nomenclature

« f 5 total strain to failure
«o 5 elastic strain on loading
«c 5 creep strain

u1 – 4 5 constants
t 5 time

«R 5 creep rate
«R min 5 minimum creep rate

b 5 constant of,1
t f 5 time to failure
C 5 constant

Fig. 4 Monkman-Grant relationships from rupture and control
data

Fig. 5 Monkman-Grant relationship from combined rupture
and control data, together with recovery data
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Measurement Uncertainties
Encountered During Gas Turbine
Driven Compressor Field Testing
Field testing of gas turbine compressor packages requires the accurate determination of
efficiency, capacity, head, power and fuel flow in sometimes less than ideal working
environments. Nonetheless, field test results have significant implication for the compres-
sor and gas turbine manufacturers and their customers. Economic considerations demand
that the performance and efficiency of an installation are verified to assure a project?s
return on investment. Thus, for the compressor and gas turbine manufacturers, as well as
for the end-user, an accurate determination of the field performance is of vital interest.
This paper describes an analytic method to predict the measurement uncertainty and,
thus, the accuracy, of field test results for gas turbine driven compressors. Namely, a
method is presented which can be employed to verify the validity of field test performance
results. The equations governing the compressor and gas turbine performance uncertain-
ties are rigorously derived and results are numerically compared to actual field test data.
Typical field test measurement uncertainties are presented for different sets of instrumen-
tation. Test parameters that correlate to the most significant influence on the performance
uncertainties are identified and suggestions are provided on how to minimize their mea-
surement errors. The effect of different equations of state on the calculated performance
is also discussed. Results show that compressor efficiency uncertainties can be unaccept-
ably high when some basic rules for accurate testing are violated. However, by following
some simple measurement rules and maintaining commonality of the gas equations of
state, the overall compressor package performance measurement uncertainty can be lim-
ited and meaningful results can be achieved.@DOI: 10.1115/1.1340628#

Introduction
Gas turbine compressors are frequently tested after their instal-

lation in the field to verify the manufacturer’s performance pre-
dictions. Failure to meet this performance may mean stiff financial
penalties to the manufacturer as well as significant discontent on
the end-user side. However, due to the non-ideal measurement
conditions typically encountered during the field testing, uncer-
tainties may be so significant that a simple single performance
guarantee point cannot be defined. It is therefore imperative to
define an allowable measurement uncertainty range, acceptable to
both manufacturer and end-user, prior to the field test. To main-
tain impartiality, this uncertainty band should not be based on
empirical ‘‘experience’’ values, but rather on uncertainty equa-
tions derived from the singular mathematical expressions for the
gas turbine compressor performance and from the basic instru-
ment and sensor device inaccuracies.

Limited information is available in the public domain describ-
ing actual gas turbine field test measurement uncertainties. The
primary source of information employed by manufacturers and
end-users are test codes such as provided by the American Society
of Mechanical Engineers~ASME!, the International Organization
for Standardization~ISO! and the Verein Deutscher Ingenieure
~VDI !. These specifications cover thermodynamic calculation
methods, instruments, site preparation and the reporting of turbo-
machinery test results in various degrees of detail. ASME Power
Test Codes~PTC! 10 @1#, 19.1@2# and 22@3#, ISO 2314@4#, VDI
2045 @5# and 2048@6# are typical examples of these standards.

A number of researchers from both academia and industry have
to a very limited degree discussed field testing errors and uncer-

tainties. For example, Fozi@7# discussed practical challenges of
field performance tests. Steady state measurement conditions were
shown to be critical for obtaining accurate field test results.
Schmitt and Thomas@8# compared achievable field to factory test
accuracies. Results showed that if field tests were properly con-
ducted, comparable accuracies between field and factory tests
were achievable. Meier and Rhea@9# performed compressor tests
and discussed proper test practices and procedures. Instrumenta-
tion requirements for achievement of reasonable accuracy in field
testing are defined and discussed. McRoberts@10# reported on
compressor performance tests which were conducted in the chal-
lenging environment of an offshore platform. Finally, Klein and
Draughton@11# undertook field performance tests of a gas rein-
jection compressor-turbine train. PTC 10 class I and PTC 10 class
III factory test results were compared to field performance tests.

Thus, this paper aims to provide information for the public
domain on gas turbine driven compressor field testing uncertain-
ties. A simple analytic method to determine compressor and gas
turbine measurement uncertainties is described. For this method a
set of uncertainty equations is rigorously derived from the physi-
cal turbomachinery performance relations. Typical field test mea-
surement experience errors are presented for different sets of
instrumentation/sensors. By introducing these experience errors
into the uncertainty equations, the total efficiency, power, and
head uncertainty for a gas turbine compressor can be predicted
prior to the field test for a given operating condition. Two actual
field test examples are employed to demonstrate the viability of
this method. Also, a number of parametric studies describing un-
certainty trends are included. Parameters are identified that most
significantly affect the total package uncertainty. This helps the
user to optimize his field test instrumentation selection. Finally,
the effect of different equations of state on the calculated perfor-
mance is discussed.

Methodology
For the uncertainty analysis it is assumed that all measurement

parameters can be considered to be independent and that param-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, Sweden,
June 2–5, 1998; ASME Paper 98-GT-001. Manuscript received by the IGTI Division
Mar. 1998; final revision received by the ASME Headquarters Nov. 2000. Associate
Editor: R. Kielb.
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eters have associated statistical bounds~such as a 95 percent con-
fidence intervalDu! rather than absolute limits of errors. All pa-
rameters are also assumed to have Gaussian normal distributions
around their respective mean values such that the uncertainties
can be properly combined using the root-square sum method@12#.
However, an uncertainty correction is added for parameters which
have sample sizes smaller than 30; i.e., the uncertainty is widened
for individual parameters to account for a Student-t type distribu-
tion @13#. The total uncertainty,DF, for a given function,F
5 f (u1 ,u2 , . . .un) is, thus, determined from@14#:

DF5AS Du1

] f

]u1
D 2

1S Du2

] f

]u2
D 2

1 . . . S Dun

] f

]un
D 2

(1)

For this method the overall uncertaintyDF has the same statistical
meaning as the individual uncertaintiesDu. Namely, if Du rep-
resents a 95 percent confidence than the result for the total uncer-
tainty DF is also a 95 percent confidence interval. Note, that since
it is not possible to distinguish between bias errors and data
scatter in a field test environment, they will not be treated
independently.

Compressor Performance Equations. The parameters that
are measured during a centrifugal compressor field test are~i! the
compressor inlet and outlet stagnation temperature,Ts andTd , ~ii !
the inlet and outlet static pressure,ps andpd , and~iii ! the actual
inlet volume flow rate,Q ~Fig. 1!. Furthermore, knowledge of the
gas composition is required to determine, based on a variety of
available equations of state~SRK, LKP, BWRS, etc.!, the gas
molecular weight, MW, the specific heat ratio as a function of
static temperature,g(t), and the gas compressibility factor as a
function of static pressure and temperatureZ(p,t). Using this
information the following simplified Eqs.~2! through~9! can be
used sequentially to determine head,H, efficiency, h, and re-
quired driver power,P.

Gas constant:

R5
RUniversal

MW
(2)

Density:

r5
p

R•Z•T
(3)

Specific heat:

cp5Z•R•S g

g21D (4)

HeadÄactual enthalpy difference:

H5cp~Td!Td2cp~Ts!Ts (5)

Isentropic outlet temperature:

Td* 5Ts•S pd

ps
D g1/g

(6)

Isentropic enthalpy difference:

h* 5cp~Td* !Td* 2cp~Ts!Ts (7)

Isentropic efficiency:

h* 5
h*

H
(8)

Driver power:

P5
H•Q•r

hM
5

H•Q•ps•MW

hM•RUniversal•Ts
(9)

In reality, the above simplified equations are not used in this
form to determine compressor performance, but rather represent a
close functional description of the actual physical equations.
Nonetheless, since the total uncertainty is primarily based on the
product of the individual uncertainty value and the gradient
(d f /du) of the governing equation, the simplified functional form
is completely adequate to perform an accurate uncertainty
analysis.

The simplified equations do not entirely represent the behavior
of real gases: The effect of the pressure dependency of the heat
capacity has been neglected. Also, in Eq.~6!, the real gas behavior
would require the isentropic coefficient rather than the ratio of
specific heats. Both effects, while being important for the calcu-
lation of the absolute values, have very little influence on the
functional form, and thus on the results of the uncertainty
equations.

Note that for centrifugal compressor field tests one often as-
sumes that stagnation and static values for pressure and tempera-
ture are very close so that their difference can be neglected for the
performance calculation. Care should be taken with this assump-
tion, though; this is only a valid assumption as long as compressor
local inlet and outlet local flow Mach numbers are below approxi-
mately 0.1. For example, if in a pipeline compressor the local
outlet flow Mach number reaches 0.1 it leads to a stagnation-static
pressure difference of 0.6 percent and temperature difference of
0.15 percent. Based on the uncertainty equations, which are de-
rived below, one can show that these deviations lead to a negli-
gible compressor isentropic efficiency uncertainty of 0.12 percent.
On the other hand, if the Mach number approaches 0.3~which
would coincide with about 125 m/s flow velocity in a natural gas
pipeline!, typical pressure and temperature errors are 7 percent
and 1.6 percent respectively.

While in the calculation of the total pressure from the static
pressure is easy, once the flow velocity is known, the difference
between stagnation and static temperature imposes a more serious
problem: The temperature measuring device in a thermowell will
show a temperature that is somewhere between the stagnation and
the static temperature. The potential temperature error is therefore
defined by the difference between stagnation and total tempera-
ture. For the sake of brevity it is assumed herein that stagnation
and static values are identical.

Compressor Uncertainty Equations. By substituting Eqs.
~2!, ~3!, and~4! into Eq.~1! and lettingL5(g21)/g, the follow-
ing relation for the specific heat uncertaintyDcp is obtained:Fig. 1 Test instrumentation for a gas compressor
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AS DZ
RUniversal

L•MW D 2

1S DL
RUniversal•Z

L2
•MW D 2

1S DMW
RUniversal•Z

L•MW2 D 2

(10)

The above Eq.~10! is valid if the physical gas properties, specific
heat ratio, compressibility factor, and molecular weight are di-
rectly determined from laboratory experiments. However, if these
physical properties are calculated from a given gas composition
via an equation of state, they cannot be considered to be
independent.

For this case, Eq.~10! has to be slightly modified; namely, the
absolute value sum of the individual uncertainty terms instead of
the root-square sum should be taken to account for their functional
dependency:

DF5UDu1

] f

]u1
U1UDu2

] f

]u2
U1 . . . UDun

] f

]un
U (11)

This leads to a more conservative estimate of the uncertainty@12#.
Furthermore, a physical property uncertainty, due to the effect of
applying uncertainties inT andp to the nonideal gas state equa-
tion has to be included; i.e., since there is a measurement error in
T andp, there will be an added error in determiningcp from the
gas equation. This uncertainty is most conveniently obtained nu-
merically by varying temperatures and pressures parametrically in
the gas equation and, thus, determining the gradientsdg/dT,
dg/dp, dZ/dT, and dZ/dp indirectly. Recognizing thatdg/dT
5dL/dT and dg/dp5dL/dp, one can easily determine correc-
tions for DZ andDL:

DZ5AS DT•
]g

]TD 2

1S Dp•
]g

]pD 2

(12a)

DZ5AS DT•
]Z

]TD 2

1S Dp•
]Z

]pD 2

(12b)

The uncertainty incp is also affected by the variation of the gas
properties during the duration of the test. This effect is again
mathematically difficult to describe but can be easily handled nu-
merically using a procedure similar to the one shown above for
the variations inT andp. It is beyond the scope of this paper to
list all possible gas composition variations; however, it is impor-
tant to realize that they can strongly affectZ, L, and MW. For
example, if a simple gas mixture of 90 percent Methane and 10
percent Ethane has a constituency uncertainty of 1 percent, then
the resulting uncertainties inDMW, DZ, andDL are 0.9 percent,
0.05 percent, and 0.07 percent, respectively.

The authors would also like to point out that the consistent
application of the gas state equations is imperative. For identical
gas compositions one finds significant physical property output
differences between the commonly employed gas equations of
state~SRK, BWRS, and LKP!. Beinecke and Luedtke@15# noted
typical differences inZ values of 0.5 percent to 1.5 percent when
comparing the output from SRK, BWRS, and LKP for a standard
pipeline application. Thus, if one compressor manufacturer em-
ploys the SRK equation and another the BWRS gas equation,
predictions for identical compressors may vary significantly. Also,
if the compressor measurements are being employed to verify the
driver ~gas turbine! output performance, deviations of the gas
equation output from actual physical values will lead to incorrect
results for the required power.

By substituting Eq.~10! into Eq. ~5!, the uncertainty of the
compressor head is determined. However, since the head uncer-
tainty is not dependent on the absolute temperatures, but rather on
the temperature difference (Td2Ts), and since the specific heats
(cp) for the discharge and suction are functionally related, the
temperature difference (Td2Ts) should be employed for the deri-
vation rather than the absolute temperature values (Td ,Ts).

DH5A~Dcp•~Td2Ts!!21~DTd•cpTd!21~DTs•cpTs!
2

(13)

Uncertainties in the temperatureT originate from the five fol-
lowing major sources of error:~i! location: incorrect position of
the thermal sensor in the gas stream,~ii ! installation: wall conduc-
tion heat transfer to and from the sensor due to inadequate insu-
lation, ~iii ! calibration: instrument drift, nonlinearities, cold junc-
tion, and reference temperature errors,~iv! device: inherent
accuracy limitations of the sensor device,~v! acquisition: ampli-
fier, transmission, noise, read, and analog-digital conversion
errors.

The first three of these errors can be minimized easily in pro-
duction or laboratory test facilities. However, for field testing this
is more difficult; namely, time and cost constraints can force the
test engineer to accept field test arrangements with improperly
located, installed, and calibrated instruments. For example, a
minimum of four circumferentially spaced pressure taps should be
employed to accurately measure gas pressures behind a pipe el-
bow. Due to the above mentioned constrains, typically only one
tap is employed in field testing. While it is often impossible to
correct these problems during the short field test duration, it is still
imperative to recognize them and to advise the customer of con-
sequential measurement accuracy limitations. The ASME PTC 10
@1# code specifies proper installation and location of the tempera-
ture sensors and, thus, should be used as a guideline and reference
when defining field test procedures. Table 1 shows some typical
values for the above five main sources of temperature measure-
ment errors encountered during field tests. All units are in degrees
Celsius.

To obtain the total temperature uncertainty,DT, the individual
uncertainties have to be added using the root-square sum method.
Table 1 shows that the location, installation, and calibration errors
are the dominant factors while the device and acquisition errors
are a smaller contribution to the total temperature error. Also note
that field test device and acquisition errors are significantly larger
than values quoted by instrument manufacturers~.0.005 percent
full scale!. Again, the circumstances and limitations encountered
in field test may not always allow for ideal handling of the sensi-
tive measurement instruments.

When substituting Eq.~6! into Eq. ~1!, the uncertainty for the
isentropic~ideal! compressor outlet temperature is obtained.

Table 1 Typical magnitudes of temperature measurement
errors †°C‡

1,2

1Aust @17# achieved under laboratory conditions60.2K with shielded NiCrNi-
thermocouple probes. He mentioned deviations which depended on the flow velocity.
Since the flow velocities in the nozzle of gas compressors are clearly subsonic,
inaccuracies due to recovery factors should be negligible. The high accuracy will not
easily be achieved in the field, since Aust used compensation elements kept in an oil
bath of 0.060.1°C. This procedure is not practical in the field. In any case, he found
the calibration curves given in DIN43710 to describe the behavior of the thermo-
couples precisely. In the field, a total inaccuracy of60.5 K seems achievable. Cleve-
land @16# shows instrument accuracies for thermometers to be 0.25–1.0 K, thermo-
couples 0.25–1.0 K and RTDs 0.0025–2.5 K. Schmitt and Thomas@8# report 0.5 K
for RTDs. VDI 2045 @5# assumes a tolerance of61.0 K for thermocouples and
RTDs.

2Note, that the location error is based on the use of two probes. Lower errors can
be achieved by using four probes, circumferentially distributed. Higher location er-
rors occur if measurements are taken close to elbows and other flow obstructions.
Also, on the discharge side of compressors, especially of compressors with volutes,
the flow field can have significant temperature gradients. In all these cases, four
probes are necessary to maintain the location error margins of Table 1. As a rule of
thumb, the location error decreases by a multiplier of about 1/M with M being the
number of probes evenly distributed in the measurement plane.
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Isentropic temperature:

DTd* 5ASDTs•S pd

ps
D LD 2

1S Dpd•
LTspd

L21

ps
L D 2

1S Dps•
LTspd

L

ps
L11 D 2

(14)

Uncertainties in pressure can also be categorized into the follow-
ing five major groups of errors:~i! location: incorrect position or
alignment of the pressure probe in the gas stream,~ii ! installation:
piping vibration transmission to the pressure pick-up due to inad-
equate damping,~iii ! calibration: instrument drift, nonlinearities,
hysteresis, and reference pressure errors,~iv! device: inherent ac-
curacy limitations of the sensor device,~v! acquisition: amplifier,
transmission, noise, and analog-digital conversion errors. Again,
error sources~i!, ~ii !, and~iii ! are significantly larger in field test-
ing than in production or laboratory tests. Although the ASME
PTC 10 code@1# provides clear guidelines for correct installation
and location of pressure probes one often finds these to be the
main sources of pressure measurement errors. Table 2 shows
some typical values for the five sources of pressure measurement
errors encountered during field tests. All values are percent full
scale. The uncertainty of the compressor efficiency,Dh* , is de-
termined by substituting Eqs.~7! and ~8! into Eq. ~1!. Similar to
Eq. ~13!, the temperature difference should be used rather than the
absolute temperature values for the derivation of the isentropic
enthalpy Eq.~15!.
Isentropic enthalpy:

Dh* 5A~Dcp•~Td* 2Ts!!21~DTd* •cpT
d*
!21~DTs•cpTs

!2

(15)

Isentropic efficiency:

Dh* 5AS Dh*

H D 2

1S DH•

h*

H2D 2

(16)

Finally, the driver power uncertainty,DP, is obtained by com-
bining Eqs.~9! and ~1! to get the following:

Mass Flow:

DW25S Dps•
MW•Q

RUniversalZTs
D 2

1S DMW•

psQ

RUniversalZTs
D 2

1S DQ•

ps•MW

RUniversalZTs
D 2

1S DZ•
ps•MW•Q

RUniversalZ
2Ts

D 2

1S DTs•
ps•MW•Q

RUniversalZTs
2D 2

(17)

Power:

DP5AS DH•

W

hM
D 2

1S DW•

H

hM
D 2

1S DhM•
H•W

hM
2 D 2

(18)

The flow rate uncertainty,DQ, depends strongly on the device
type employed for the measurements. A detailed discussion of
flow measurement uncertainty is provided in ASME PTC 19.1@3#
and is, thus, not further discussed herein. Table 3 provides some
typical values ofDQ from field testing experience.

By evaluating Eqs.~10!–~18!, estimates of the total measure-
ment uncertainties for the compressor efficiency, head, and re-
quired driver power7 can be obtained. However, one source of
measurement uncertainty that is often overlooked is the uncer-
tainty due to a finite sample size. The above uncertainty statistics,
particularly Eq.~1! is valid only for mean parameters with an
assumed Gaussian normal distribution. This is a good assumption
for measurements where sample sizes are larger than 30. But for
field tests it is sometimes difficult to maintain a steady-state sys-
tem operating condition for a time period adequate to collect 30 or
more samples. For small sample sizes it is more appropriate to
assume a Student-t distribution instead of a Gaussian normal.
Thus, an additional uncertainty due to a finite number of samples
should be introduced into the total performance parameter uncer-
tainty. This uncertainty is quantified by conservatively assuming

Table 2 Typical magnitudes of pressure measurement errors
†percent full scale ‡

3

3Aust @17# achieved 0.1 percent of max. value for a calibrated system for wall
static pressures, not including location. The location should not cause an error larger
than 1 percent of dynamic pressure. Boelcs and Suter@18# show the dependency of
the wall static error on wall shear stress. Wall taps need to be exactly perpendicular
and flush to the surface—no burrs or slag are acceptable. On a compressor where the
pressure taps were blown into the pipe with a cutting torch the resulting spread of the
four pressure transducers was seen to be almost 2.0 percent of the static pressure.
Preferably, the wall tap should be followed by a larger diameter hole@18#. The ratio
of dynamic to static pressure for most applications will be below 1 percent, since the
pipe diameters~and the compressor nozzle diameters! are selected to avoid high flow
velocities. Also, the distortion that is seen by the impeller will be reduced due to fact
that the flow normally gets accelerated considerably between the nozzle and the
impeller eye.

VDI 2045 @5# assumes 0.2 percent of full scale for transducers and gauges. One
should emphasize, that the instruments is selected such that most measured values
are in the upper 25 percent of full scale. Liquid columns can be more precise, but the
precision depends largely on the accuracy of reading the scales.

4This error will depend largely on the uniformity of the flow at the measuring
location.

5Also reported by Schmitt and Thomas@8# and by various transmitter/ instrumen-
tation manufacturers.

Table 3 Typical magnitudes of volume flow rate measurement
errors †percent Full Scale ‡

6
„values obtained with quality

calibrated devices in laboratory conditions are shown in
parentheses …

6ISO2314@4# assumes 0.5 percent accuracy for orifice flow measurements. This
seems to be unrealistically low for field tests. Schmitt and Thomas@8# report a
uncertainty for an orifice metering run per ISO5167 of 1.4 percent. Even for pipeline
applications flow measurement error margins are 1 percent or larger@9#. Particularly
cumbersome is the analysis if the gas samples are taken far away from the compres-
sor or upstream of a separator or knock-out vessel@10#. A properly selected and
calibrated fuel flow measuring device may be suitable to achieve measurement ac-
curacies of60.5 percent of the measured quantity@4#. However, the additional effort
to get from 1 percent accuracy to 0.5 percent accuracy might not always be justified
when the driven compressor is used for the power measurement. For example, with
a 3 percent accuracy of the power measurement, the engine heat rate will have a
tolerance of 3.16 percent and 3.04 percent respectively, i.e., the relative gain is only
0.1 percent in accuracy. According to a recent publication by Valenti@19# on the
efforts at the Southwest Research Institute to evaluate gas flow measuring methods,
measurement errors for orifices flow meters were 1 percent~mainly depending on
piping configuration and diameter ratio of the orifice! and measurement errors for
turbine flow meters were above 1 percent~mainly due to flow pulsations!. This
publication emphasizes the wide flow range and the very low pressure losses of
ultrasonic flow meters. Ongoing research is trying to quantify the sensibility of this
device to distortions of the flow profile.

7If a torque meter is used, the engine power can be measured with a total uncer-
tainty as low as 1 percent. Even lower values were reported by Schmitt and Thomas
@8#.
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that all individual uncertainty bands are within their 95 percent
confidence intervals and then determining the percent difference
between Gaussian and Student-t distribution limits. Table 4 shows
some typical values of the added uncertainty due to limited num-
ber of samples for the compressor head, efficiency, and power.
Note that the values in Table 4 are dependent on inlet/outlet tem-
peratures, inlet/outlet pressures, and gas composition. The limited
sample size uncertainty should be added to the total parameter
uncertainty using the root-square sum method.

Turbocompressor Package Uncertainty. To complete the
above field test measurement uncertainty evaluation one also
needs to look at the complete turbocompressor train~gas turbine
and compressor efficiency! performance. The gas turbine shaft
output power has to equal the compressor required power (PGT
5P). Thus, the following two equations can be used to define the
gas turbine thermal efficiency,hTH , and the total package effi-
ciency,hP :

Thermal efficiency:

hTH5
P

Wfuel•q
(19)

Package efficiency:

hP5h* •hM•hTH (20)

HereWfuel is the fuel flow into the engine andq is the fuel heating
value. The fuel flow is typically measured using an orifice plate in
a metering run and the heating value is determined from the
chemical composition of the fuel~often the centrifugal compres-
sor discharge gas is used as the fuel gas!. Based on the above
equations the corresponding gas turbine uncertainty,DhTH , and
package uncertainty,DhP , are given by:

Thermal efficiency:

DhTH5AS DP
1

wfuelq
D 2

1S DWfuel

p

wfuel
2 qD 2

1S Dq
P

Wfuelq
2D 2

(21)

Package efficiency:

DhP5A~Dh* hMhTH!21~DhMh* hTH!21~DhTHhMh* !2

(22)

To complete the above Eqs.~21! and ~22! the only additional
information needed is the fuel flow uncertainty and the fuel heat-
ing value uncertainty. Since the fuel flow is measured in the same
way as the flow through the gas compressor, uncertainty values in
Table 3 can be used. Also, since the heating value is obtained
directly from gas composition, the same percent uncertainty as
was obtained for the specific heat@Eq. ~10!# can be approximately
used, namely:

Dq

q
5

Dcp

cp
(23)

By introducing the uncertainty experience values from Tables 1
through 4 into Eqs.~10!–~23!, the measurement uncertainty for a
field test can be predicted prior to the test. Consequently, the
above method allows the gas turbine/compressor manufacturer
and the end-user to determine reasonable test uncertainties as well
as necessary requirements for the test instrumentation prior to the
test. This method can also be employed to resolve observed varia-
tions of field test performance results from theoretically predicted
and/or factory test results.

Uncertainty Calculations Examples and Comparisons to
Field Test Results. Two examples are shown below to demon-
strate how the total measurement uncertainty is obtained for
some actual field test experiments. Figure 2 shows a typical gas
turbine driven compressor during a field performance test. Also,
a comparison to some factory test results is presented in
example 1:

Example 1:

During field testing of a multistage turbocompressor the following
conditions were encountered:

• Compressor application: Gas reinjection
• Instrumentation: single RTD and single pressure tap on each

suction and discharge; orifice flow meter for compressor flow and
turbine flow meter for engine fuel flow

• Test conditions:ps565 bar, pd5226 bar, Ts5303 K, Td

5448.5 K (h* 562.0 percent),Q518.4 m3/min
• Gas composition: fluctuating by 5 percent in constituency

composition; during test 93.1 percent Methane, 5.8 percent
Ethane, 0.4 percent Propane, 0.15 percent I-Butane, 0.25 percent
n-Butane, 0.3 percent Nitrogen

The compressor field test uncertainty is predicted by evaluating
Eqs. ~10!–~23! with assumed measurement uncertainties as sug-
gested in Tables 1 through 3~Dts,d50.41 K, Dp1,252.31 percent,
DQ51.5 percent,DhM50.1 percent!. The influence of the gas
constituency fluctuation on the total uncertainty is accounted for
by using the method as outlined in Eq.~12!, which yieldsDZ
50.68 percent,Dg50.72 percent, andDMW50.08 percent for
this case. From the resulting absolute uncertainty values for the
specific heat, the actual head, the isentropic efficiency, and the
required power~Dcp , DHA , Dh I , DW! the percent total field
test uncertainties are determined; namely:Dcp /cp52.46 percent,
DH/H52.49 percent,Dh*53.24 percent,DP/P53.79 percent.

Thus, total efficiency uncertainties of above 3 percent are seen
for this set of field test measurements. The main cause for these
rather large uncertainties is the inadequate number of pressure
taps installed at the compressor suction and discharge. Increasing
the number of pressure taps from one to four on each suction and
discharge would reduce the predicted compressor and power un-

Fig. 2 Typical gas turbine driven compressor during a field
performance test

Table 4 Parameter uncertainty due to limited sample size
†percent ‡
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certainties toDh* /h*51.84 percent,DP/P51.95 percent, re-
spectively; a significant measurement improvement. For the above
example, a factory closed loop test had been performed on the
compressor, in which an efficiency of 64.1 percent for a similar
operating point was achieved. Taking the test uncertainty range
into account, the efficiency measured during the field test~62
percent! therefore confirms the factory test results.

Example 2:

During a field test on a gas turbine driving a single stage pipeline
compressor, the following compression conditions were encoun-
tered:

• Compressor application: Pipeline
• Instrumentation: four thermocouples and four pressure taps

on each suction and discharge; annubar flow meters for the
compressor flow; orifice flow meters for engine fuel flow

• Test conditions:ps545.36 bar, pd555.1 bar, Ts525.8°C,
Td541.9°C ~h*588.1 percent!, Q56.64 m3/s, Wfuel
50.47 kg/s,hTH529.6 percent,hP526.0 percent

• Gas composition: 96.1 percent Methane, 1.8 percent Ethane,
0.3 percent Propane, 0.3 percent I-Butane, 0.1 percent
n-Butane, 0.6 percent Carbon Dioxide, 0.8 percent Nitrogen

As a comparison, when applying the above test conditions to Eqs.
~10!–~23! and assuming measurement uncertainties as shown in
Tables 1–3~DTs,d50.3 K, Dps,d50.5 percent,DQ51.5 percent,
DhM50.1 percent! the following percent uncertainties are ob-
tained: Dcp /cp52.40 percent,DH/H53.6 percent,Dh*55.5
percent,DP/P54.0 percent. Similarly, evaluating Eqs.~21! and
~23! for the package and gas turbine total uncertainties with
DQfuel51.0 percent yieldsDhTH54.5 percent andDh* P54.3
percent, respectively.

Note that despite a generally higher accuracy than in the first
example, the uncertainties for example 2 are higher. This is typi-
cal for applications with low pressure ratios, which are very sen-
sitive to uncertainties. Also note, that an improvement of the flow
uncertainties would increase the overall accuracy only marginally.

In example 2, the accuracy for the power measurement is
higher than the accuracy for the efficiency measurement. This is
due to the fact, that the uncertainties for the actual headH are
lower than for the isentropic headH* . Because the calculation of
the isentropic head requires the isentropic discharge temperature
Td* @Eq. ~14!#, the associated uncertainties forTd* are usually
higher than the uncertainties forTd , which is directly measured.
Thus, the power can be evaluated more accurately than the effi-
ciency in many cases, as long as the accuracy of the flow mea-
surement will be sufficiently high.

As in the previous example, one should remember that the the-
oretical uncertainties as determined from Eqs.~10!–~23! yield re-
sults for the total possible performance parameter uncertainty
range~which is a very conservative estimate!, while the deviation
is just a comparison between two different measurements. One
would thus anticipate the significantly larger theoretical uncer-
tainty values.

Overall, the uncertainty equations are seen to predict measure-
ment fluctuations well. However, the general experience with this
method is that the uncertainty method conservatively over predicts
errors by a small margin.

Parametric Studies and Trends. A number of parametric
studies were undertaken to determine the effect of varying indi-
vidual measurement variables on the total performance uncertain-
ties. These studies also help to identify parameters which have the
most significant effect on the total uncertainty. Hence, the effect
of varying a number of field test measurement parameters on the
efficiency and power uncertainty are evaluated. The compressor
operating conditions as presented as example 1 above were used
as a basis for the below studies.

Results of varying the compressor head and suction temperature
~keeping all other conditions, including isentropic efficiency, con-

stant! on the efficiency and power uncertainty are shown in Figs.
3 and 4. As the head is increased, the efficiency and power uncer-
tainties are seen to decrease. The uncertainty rate of decrease is
seen to be a direct function of the increasing compressor head
magnitude. Also, the uncertainties are seen to be lower for in-
creased compressor suction temperatures. Both of these results are
expected and can be explained as follows: the larger the pressure
or temperature suction-discharge differential, the smaller the rela-
tive influence of the individual measurement errors on the total
performance uncertainties.

Results in Figs. 3 and 4 are interesting, but do not provide any
guideline as to which uncertainty most significantly affects the
overall performance parameter uncertainties. Thus, Tables 5 and 6
show a quantitative comparison of the individual measurement
uncertainties effect on the compressor isentropic efficiency uncer-
tainty. For these studies only one measurement uncertainty param-
eter was varied while all others were left at the values described in
example 1 above.

Results in Table 5 show that the influence of the suction and
discharge pressure uncertainties on the total isentropic efficiency
uncertainty are identical. This is consistent with Eq.~16!; i.e., the
influence on the isentropic enthalpy and efficiency uncertainty due
to the gas composition uncertainty is negligible when compared to
the influence due to the head uncertainty. Table 6 shows that the
suction temperature uncertainty has a stronger influence on the
total isentropic efficiency uncertainty than the discharge tempera-
ture uncertainty. Also, at higher temperature uncertainty levels
this trend is seen to be more pronounced.

Fig. 3 Power and efficiency uncertainty versus compressor
head at 288 K

Fig. 4 Power and efficiency uncertainty versus compressor
head at 388 K
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Similarly, Tables 7 and 8 show a quantitative comparison of the
individual measurement uncertainties affect on the compressor re-
quired power uncertainty. Again, for this study only one measure-
ment uncertainty parameter was varied while all other were left at
the values described in example 1 above.

Table 7 shows that the power uncertainty is strongly affected by
the suction pressure uncertainty but not at all affected by the dis-
charge pressure. Namely, the only pressure influence on the power
uncertainty is through Eqs.~17! and ~18! which only include the
suction and not the discharge pressure. Also, Table 8 shows that
the power uncertainty almost identically affected by the suction
and discharge temperature uncertainty. Only at higher temperature
uncertainty levels does the influence of the suction temperature
uncertainty become more pronounced. The reason for the trend in
Table 8 is that the required power uncertainty is primarily depen-
dent on the temperature difference@equal influence ofTs andTd
as seen in Eq.~13!# and not on the absolute temperature values.
The power uncertainty deviation at higher temperature uncertainty
levels is due to the fact that the suction temperature also affects
the power uncertainty through the mass flow Eq.~17!.

Results in Tables 5–8 show that the temperature and flow rate
measurement uncertainties have a stronger effect on the overall
performance uncertainties than the pressure measurement uncer-
tainties. However, due to the added complexity of pressure mea-
surements, the field test pressure measurement uncertainties are

often much larger than temperature measurement uncertainties
and, thus, pressure measurement uncertainties should not be sim-
ply discounted.

Summary
The equations governing the compressor and gas turbine per-

formance uncertainties were rigorously derived and results were
numerically compared to two actual field tests. Typical field test
measurement experience uncertainties were presented for different
sets of instrumentation and sensors. By introducing the uncer-
tainty experience values into the uncertainty equations the perfor-
mance measurement uncertainty for a field test can be predicted
prior to the test. This allows the gas turbine/compressor manufac-
turer and the end-user to agree on an allowable machinery perfor-
mance range rather than having to set a singular guarantee point.
The above method can also be employed to resolve observed
variations of field test performance results from theoretically pre-
dicted and/or factory test results.

A number of parametric studies describing uncertainty trends
are included. Test parameters that correlate to the most significant
influence on the performance uncertainties were identified and
suggestions are provided on how to minimize their measurement
errors. Results showed that compressor efficiency uncertainties
can be unacceptably high when some basic rules for accurate
testing are violated. However, by following some simple mea-
surement rules and maintaining commonality of the gas equations
of state, the overall compressor package performance measure-
ment uncertainty can be limited and meaningful results can be
achieved.
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Nomenclature

cp 5 specific heat at constant pressure
g 5 ratio of specific heats
h 5 enthalpy
k 5 isentropic exponent

Ma 5 mach number
MW 5 molecular weight

p 5 pressure
P 5 power
Q 5 volumetric flow
q 5 fuel heating value
R 5 gas constant
r 5 density
T 5 temperature
W 5 mass flow
Z 5 compressibility factor
h 5 efficiency
H 5 head

EOS 5 equation of state
BWRS 5 Benedict-Webb-Rubin-Starling

LKP 5 Lee-Kesler-Ploecker
PR 5 Peng-Robinson
RK 5 Redlich-Kwong

SRK 5 Soave-Redlich-Kwong

Subscripts

amb 5 ambient
d 5 discharge
f 5 fuel

M 5 mechanical
p 5 package
s 5 suction

TH 5 thermal

Table 5 Compressor isentropic efficiency uncertainties
†percent ‡

Table 6 Compressor isentropic efficiency uncertainties
†percent ‡

Table 7 Compressor required power uncertainties †percent ‡

Table 8 Compressor required power uncertainties †percent ‡
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Superscripts

* 5 isentropic

References
@1# ASME PTC 10, 1979, ‘‘Compressors and Exhausters.’’
@2# ASME PTC 19.1, 1985, ‘‘Measurement Uncertainties.’’
@3# ASME PTC 22, 1985, ‘‘Gas Turbine Power Plants.’’
@4# ISO 2314, 1989, ‘‘Gas Turbines-Acceptance Tests,’’ Geneve.
@5# VDI 2045, 1993, ‘‘Acceptance and Performance Tests on Turbo Compressors

and Displacement Compressors,’’ Duesseldorf.
@6# VDI 2048, 1978, ‘‘Inaccuracies in Acceptance Test Measurements,’’ Duessel-

dorf.
@7# Fozi, A.A., 1995, ‘‘Field Testing of Compressor Packages,’’ Solar Turboma-

chinery Technology Seminar, Paper No. 98.
@8# Schmitt, W., and Thomas, V., 1995, ‘‘Comparison of Test Measurements

Taken on a Pipeline Compressor/Gas Turbine Unit in the Workshop and at
Site,’’ ASME Paper No. 95-GT-125.

@9# Meier, R.H. and Rhea, C.S., 1982, ‘‘Centrifugal Compressor Testing Experi-
ence and Practice,’’ ASME Paper No. 82-GT-320.

@10# McRoberts, I.W., 1984, ‘‘Performance Trials of Two Centrifugal Compressor
Trains on an Offshore Platform,’’ IMechE C48/84.

@11# Klein, J.M., and Draughton, P.A., 1991, ‘‘Field Performance Testing of an
Uprated Gas Reinjection Compressor/Turbine Train,’’ ASME Paper No. 91-
GT-48.

@12# Doeblin, E.O., 1966,Measurement Systems, McGraw-Hill, New York.
@13# Brun, K., 1996, ‘‘Analysis of the Automotive Torque Converter Internal Flow

Field,’’ Ph.d. dissertation, University of Virginia.
@14# Scarborough, J.B., 1955,Numerical Mathematical Analysis, Johns Hopkins

University, Baltimore, MD.
@15# Beinecke, D., and Luedtke, K., 1983, ‘‘Die Auslegung von Turboverdichtern

unter Berucksichtigung des Realen Gasverhaltens,’’ VDI Berichte Number
487, pp. 271–279.

@16# Cleveland, A., 1982, ‘‘Performance Testing of Gas Turbine Compressor
Sets,’’ ASME Paper No. 82-GT-199.

@17# Aust, N., 1988, ‘‘Ein Verfahren zur Digitalen Simulation Instationarer Vor-
gange in Verdichteranlagen,’’ Ph.D. Dissertation, University of the Federal
Armed Forces, Hamburg, Germany.

@18# Boelcs, A., and Suter, P., 1986, ‘‘Transsonische Turbomaschinen,’’ G. Braun,
Karlsruhe, Germany.

@19# Valenti, M., 1997, ‘‘Determining Gas Meter Accuracy,’’ Mech. Eng.~Am.
Soc. Mech. Eng.!, 3, No. 119, pp. 102–106.

Journal of Engineering for Gas Turbines and Power JANUARY 2001, Vol. 123 Õ 69

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. Kurz

K. Brun

Solar Turbines Incorporated,
San Diego, CA 92123

Degradation in Gas Turbine
Systems
Any prime mover exhibits the effects of wear and tear over time. The problem of predict-
ing the effects of wear and tear on the performance of any engine is still a matter of
discussion. Because the function of a gas turbine is the result of the fine-tuned coopera-
tion of many different components, the emphasis of this paper is on the gas turbine and its
driven equipment (compressor or pump) as a system, rather than on isolated components.
We will discuss the effect of degradation on the package as part of a complex system (e.g.,
a pipeline, a reinjection station, etc.). Treating the gas turbine package as a system
reveals the effects of degradation on the match of the components as well as on the match
with the driven equipment. This article will contribute insights into the problem of gas
turbine system degradation. Based on some detailed studies on the mechanisms that cause
engine degradation, namely, changes in blade surfaces due to erosion or fouling, and the
effect on the blade aerodynamics; changes in seal geometries and clearances, and the
effect on parasitic flows; and changes in the combustion system (e.g., which result in
different pattern factors), the effects of degradation will be discussed. The study includes
a methodology to simulate the effects of engine and driven equipment degradation. With
a relatively simple set of equations that describe the engine behavior, and a number of
linear deviation factors which can easily be obtained from engine maps or test data, the
equipment behavior for various degrees of degradation will be studied. A second model,
using a stage by stage model for the engine compressor, is used to model the compressor
deterioration. The authors have avoided to present figures about the speed of degrada-
tion, because it is subject to a variety of operational and design factors that typically
cannot be controlled entirely.@DOI: 10.1115/1.1340629#

Introduction

The function of a gas turbine~Fig. 1! and of a gas turbine
package is the result of the fine-tuned cooperation of many differ-
ent components. Any of these parts can show wear and tear over
the lifetime of the package, and thus can adversely affect the
operation of the system. In particular, the aerodynamic compo-
nents, such as the engine compressor, the turbines, the driven
pump, or compressor have to operate in an environment that will
invariably degrade their performance. The understanding of the
mechanisms that cause degradation, as well as the effects that the
degradation of certain components can cause for the overall sys-
tem are a matter of interest.

Degradation Mechanism. Several mechanisms cause the
degradation of engines: Fouling is caused by the adherence of
particles to airfoils and annulus surfaces. The adherence is caused
by oil or water mists. The result is a build-up of material that
causes increased surface roughness and to some degree changes
the shape of the airfoil~if the material build up forms thicker
layers of deposits!. Many of the contaminants are smaller than 2
mm. Fouling can normally be eliminated by cleaning. Hot corro-
sion is the loss of material from flow path components caused by
chemical reactions between the component and certain contami-
nants, such as salts, mineral acids, or reactive gases. The products
of these chemical reactions may adhere to the aero components as
scale. High-temperature oxidation, on the other hand, is the
chemical reaction between the components metal atoms and oxy-
gen from the surrounding hot gaseous environment. The protec-

tion through an oxide scale will in turn be reduced by any me-
chanical damage such as cracking or spalling, for example, during
thermal cycles.

Erosion is the abrasive removal of material from the flow path
by hard particles impinging on flow surfaces. These particles typi-
cally have to be larger than 20mm in diameter to cause erosion
by impact. Erosion is probably more a problem for aero engine
applications, because state of the art filtration systems used for
industrial applications will typically eliminate the bulk of the
larger particles. Erosion can also become a problem for driven
compressors or pumps where the process gas or fluid carries solid
materials.

Damage is often caused by large foreign objects striking the
flow path components. These objects may enter the engine with
the inlet air, or the gas compressor with the gas stream, or are the
result of broken off pieces of the engine itself. Pieces of ice break-
ing off the inlet, or carbon build up breaking off from fuel nozzles
can also cause damage.

Abrasion is caused when a rotating surface rubs on a stationary

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany,
2000; Report No. 00-GT-345. Manuscript received by IGTI February 2000; final
revision received by ASME Headquarters November 2000. Associate Editor: M.
Magnolet. Fig. 1 Gas turbine cross section
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surface. Many engines use abradable surfaces, where a certain
amount of rubbing is allowed during the run-in of the engine, in
order to establish proper clearances. The material removal will
typically increase seal or tip gaps. While some of these effects can
be reversed by cleaning or washing the engine, others require the
adjustment, repair, or replacement of components@1#.

It should be noted that the determination of the exact amount of
performance degradation in the field is rather difficult. Test uncer-
tainties are typically significant, especially if package instrumen-
tation as opposed to a calibrated test facility is used@2#. Even
trending involves significant uncertainties, because in all cases the
engine performance has to be corrected from datum conditions to
a reference condition@3#.

Degradation of Components

Airfoils. In order to judge the degradation of aerodynamic
components, we will first evaluate the effect of fouling, erosion,
deposits, corrosion, and other damage on the individual airfoil.
Fouling, and to some extent erosion generate a blade surface with
increased roughness. Any increased roughness can increase the
friction losses. It also may cause early transition from laminar to
turbulent boundary layers, which increases loss production. Ero-
sion, deposits, or damages to the airfoil change the geometric
shape of the airfoil. On a well designed airfoil, optimized for the
application, this will always reduce the performance of the airfoil.
Bammert and Sonnenschein@4# reported early investigations on
the change of turbine blade performance due to alterations of the
blade geometry due to erosion, corrosion and fouling, which was
modeled after results of the inspection of actual gas turbine blades
@5#. The deterioration of the turbine blades is accompanied by
changes in exit angles and increased losses. They report profile
loss increases of 100% for 1% added or reduced thickness on well
designed subsonic turbine blades. More recently, the same topic
was reviewed by@6#, with emphasis on the increased surface
roughness due to degradation. It became clear that the main influ-
ence of degradation appears around the optimum incidence
angles, while the far off-optimum performance hardly was influ-
enced. It also became clear, that added roughness on the
pressure side of the blades has a very small effect compared to
added roughness on the suction side On the other hand, Boelcs
and Sari@7#, who tested transonic turbine blades with and without
deposits on the pressure side, conclude that in general, ‘‘a care-
fully designed blade will not significantly change its flow proper-
ties in a soiled condition.’’ Kurz@8# found a 100% increase in
profile losses on a transonic annular turbine cascade at the blades
with scratches on the suction side. It must be noted that on tran-
sonic turbine cascades the transition to turbulent flow is often
determined by the position of the shock, and is thus less depen-
dent on the boundary layer condition. Losses will increase more
pronounced, because the shock position on the suction side will
move upstream, typically causing an earlier transition to turbulent
flow @7,9#.

If the blade operates at or near transonic velocities, deposits, or
added roughness~with the associated growth in boundary layer
thickness! will also reduce the possible flow through the blade
row. Thicker boundary layers on the blades and sidewalls reduce
the flow capacity, especially near choking conditions. On the
other hand, if the trailing edge erodes, the throat width of the
blade is increased, thus allowing more flow, but with less head
reduction. Schmidt@10# describes the effect of a deliberate reduc-
tion of the chord length in a power turbine nozzle, that signifi-
cantly reduced the work output of said turbine.

Milsch @11# reports increases in profile losses from 2% at
ks /s50.331023 to 10% atks /s5531023 for NACA65-~12!06
compressor cascades, as well as significantly reduced turning.
This reduction in performance is caused by significantly increased
boundary layer growth, premature transition to turbulent flow, and
premature flow separation.

In general, all these influences will create higher losses and less
turning. This means that the following row of airfoils will see
different incidence angles, higher temperatures, lower~for com-
pressors! or higher~for turbines! pressures, and densities.

Erosion typically has the most significant effects on the blade
leading edges. This can significantly affect the location and extent
of the transition from laminar to turbulent boundary layers@12#.
Because the heat transfer characteristics of a boundary layer de-
pend, in addition to its thickness, on its state~i.e., aminar, turbu-
lent, transitional, separated!, leading edge erosion can influence
the heat balance of the blade.

Clearances. Clearances between stationary and rotating parts
~i.e., between stationary blades and the rotating hub or between
rotating blades and the stationary casing! have a tendency to open
up during the aging process of the equipment. This results in
higher and unwelcome leakage flows. These leakage flows reduce
the possible head capability and the efficiency of the components
@13–15#. In compressors, an increase of the rotor tip clearance
from 1 percent of blade chord to 3.5% of blade chord reduces the
pressure ratio of the stage by up to 15%.

The loss production is due to intensive mixing of leakage flows
with the main flow, thus producing losses and reducing the effec-
tive through flow area~blockage!. A simulation by Singh et al.
@16# on various compressor stages suggests that the effects of tip
clearance and added roughness after ingestion of sand lead to
about the same magnitude of performance deterioration. However,
the degradation mechanism by sand ingestion is more relevant for
aero applications than for industrial applications.

On driven equipment such as compressors and pumps, in-
creased clearances in interstage labyrinth seals, balance piston
seals, or shroud seals will increase the absorbed power. Especially
for high pressure ratio machines with low flow~i.e., low specific
speed impellers!, increased balance piston recirculation due to
worn balance piston seals can cause a significant increase in ab-
sorbed power.

Compressor. Three major effects determine the performance
deterioration of the compressor: Increased tip clearances@14#,
changes in airfoil geometry@16#, and changes in airfoil surface
quality @17#. While the first two effects typically lead to nonre-
coverable degradation, the latter effect can be at least partially
reversed by washing the compressor@18#.

The overall effect of degradation on an engine compressor can
be described through added losses and lower capability of gener-
ating head. Typically, a degraded compressor also will have a
reduced surge or stall margin@19#. This will not have any signifi-
cant effect on the steady state operation.

For a given speed of a degraded compressor, each subsequent
stage will see lower Mach numbers~because of the higher tem-
perature! and an increased axial velocity component~becauser
5p/RT, wherep is reduced,T is increased, thus the density gets
reduced!.

The net effect will be that while in the new machine all stages
were working at their optimum efficiency point at design surge
margins, the degradation will force all stages after the first one to
work at off optimum surge margins and lower than design effi-
ciency. This will not only lower the overall efficiency and the
pressure ratio than can be achieved, but also the operating range.

Saying this, it should be possible by careful readjusting variable
geometry where available, to counteract some of the effects of
degradation.

Singh et al.@16# presented a model and sample calculations for
the deterioration of three different single stage compressors.
While the model includes the effects of increased roughness and
tip clearance due to erosion, it omits the effects blunting of the
blade leading edges and shortening of the chord. The latter effects
are typically not seen on compressors of industrial gas turbines
due to more diligent methods of inlet air filtration. The results
show, that while the shape of thew-c-h characteristics of the
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stage are hardly affected, the achievable pressure ratio and the
efficiency for the stage get reduced. The effects of blade rough-
ness and tip clearance contribute about equally to the deteriora-
tion. The loss of aerodynamic performance was higher for the
higher loaded test case. It also should be noted, that further in-
creased roughness from initiallyRa54.0mm to Ra56.0mm for
the stator and 8.0mm for the rotor, had created only a small
additional deterioration. In addition to a reduced efficiency, added
clearances will also increase the axial flow blockage, and thus will
cause reduced through flow, and increased velocities in the main
flow. Any reduction of turning will reduce the head rise of the
stage.

With the above information, we are able to design a computa-
tional model that can simulate the effects of the degradation of
single components on the performance of the compressor. The
following assumptions were made.

At the design point, all stages operate at the samewopt . In the
real compressor this could be accomplished by shaping the me-
ridional plane of the compressor. In the model, the through flow
areas were sized such that this was achieved for all stages.

Mach number dependency was implemented by linear varia-
tions ofc. This can be justified by the fact, that for the changes in
operating points for the model will be relatively small.

Inlet conditions for the next stage are calculated using updated
pressure, temperature, and volume.

Stage characteristics~w-c andw-h! are modeled as third order
polynomials with explicit limits for surge and choke. The stage
characteristics for each stage are identical.

Fouling is simulated by multiplying the head and efficiency of
the affected stage by two constant ‘‘fouling factors’’~one each for
head and efficiency!.

The effects of increasing gaps are modeled by reducing the
effective blade diameters, thus modeling the increasing blockage.

Applying the above model to a typical axial compressor reveals
that the combined effects of airfoil fouling and increased clear-
ances~Figs. 2 and 3! lead to loss of pressure ratio, loss of effi-
ciency, and loss of range. In particular the increased clearances
cause choke at lower flow. The model thus generates the same
effects as mentioned in Refs.@19#, @13#, @16#.

Turbine. Thicker boundary layers on the blades and side-
walls may reduce the flow capacity, especially near choking con-
ditions, but one might think this effect is counteracted by the
lower Mach numbers. However, lower Mach numbers are usually
not seen at the first stage nozzle of the GP turbine~because TIT
determines the temperature there! or at the first stage PT nozzle,
because the necessary work, and thus temperature drop is dictated
by the compressor power requirement. Boyle@20# found for a two
stage turbine efficiency losses of 2.5% for a 10.2mm surface
roughness when compared to smooth blades. He also found that
the most pronounced differences appear at the optimum operating
point at the turbine, whereas the far off-optimum efficiency was

almost the same for rough and smooth blades. It should be noted,
that the losses due to clearances were in the same order of mag-
nitude as the profile losses.

These clearance losses are approximately linear with the clear-
anced @21#:

Dh5k1•~d1k2! (1)

Traupel@21# also indicates that these losses increase with the in-
crease of flow. In addition to a reduced efficiency, added clear-
ances will also increase the axial flow blockage, and thus will
cause reduced through flow, and increased velocities in the main
flow. Radtke and Dibelius@22# report a reduction in efficiency of
a multistage turbine by 0.6% when they increased the radial clear-
ances from 0.5% of the blade height at the rotors/ 0.4 percent of
the blade height at the stators to 0.8% of the blade height at rotors
and stators.

However, if the degradation of the turbine section leads to ma-
terial removal, especially in the nozzle area, we will see the op-
posite effect: The flow capacity increases for any given pressure
ratio. The flow capacity of any nozzle is limited by the effective
throat area. If the trailing edge erodes, the throat area increases. At
the same time, the exit flow angle becomes more axial. Trailing
edge erosion in the power turbine causes a shift in the distribution
of pressure ratios (p3 /p5)/(p5 /p7), i.e., a larger portion of the
overall pressure ratiop3 /p7 is consumed by the gas generator
turbine. This causes a shift in the match temperature to higher
ambient temperatures.

Looking into the polygons for turbines we can see that a reduc-
tion of turning in the stator and the rotor will lead to reduced work
extraction for this stage.

Combustor. The combustion system is not likely to be the
direct cause for performance deterioration. The combustion effi-
ciency will usually not decrease. However, deterioration could
potentially lead to a variation in the combustor exit temperature
profile.

The problems with a distorted exit temperature distributions are
threefold.

~1! Local temperature peaks can damage the turbine section.
~2! The altered temperature profile will increase secondary flow

activity, thus reducing the turbine efficiency.
~3! Because the control temperature is measured at discrete cir-

cumferential points the average of these measured temperature is
not the same as the true thermodynamic average temperature in
this plane. Therefore, in the factory test, the correlation between
the measured average and the true thermodynamic average is es-
tablished. If the temperature field is altered due to~1! or ~2!, this
correlation is no longer correct. Figure 4 shows two temperature
fields in theT5 measuring plane with probe locations. Both tem-
perature fields have the same thermodynamic average tempera-
ture, but different probe averages. The engine could therefore be
over fired~thus producing more power, but shortening the life! or
under fired, thus losing power.

Fig. 2 Effect of fouling on an axial compressor, comparing a
new compressor, a compressor with 0.5 percent fouling on
head and efficiency, and a compressor with additionally 1 per-
cent blockage: Pressure ratio

Fig. 3 Effect of fouling on an axial compressor comparing a
new compressor, a compressor with 0.5 percent fouling on
head and efficiency, and a compressor with additionally 1 per-
cent blockage: Efficiency
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Driven Equipment. Not only the driver will show perfor-
mance degradation over time, but also the driven equipment. Solid
and liquid contaminants in the process gas can damage impellers,
or can form a dirt layer on the aerodynamic surfaces, which can
increase friction losses. Cases are known, where pipeline com-
pressors lost 5% in efficiency due to oily dust layers on the im-
peller and diffuser surfaces. One of the known sources of con-
tamination are often reciprocating compressors which release
significant amounts of lube oil into the process piping. It is also
known that heavier hydrocarbons tend to form polymers at el-
evated temperatures, which can become the cause of fouling@23#.

Gas Turbine Model
The overall behavior of the gas turbine was modeled using the

following governing equations@24# for the flow compatibility
equation for the gas generator

WAT3

p3
5

WAT1

p1

p1

p2

p2

p3
AT3

T1
(2)

the work compatibility equations for the gas generator

DT34
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5
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cpghm
,

hmcpgDT345cpaDT12, (3)

and the flow compatibility for the power turbine

WAT5

p5
5
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p3

p3

p5
AT5

T3
. (4)

Another condition is imposed by the flow capacity of the gas
generator and power turbine.

From a pressure balance, we get the identity

p3

p5
5

p3

p2

p2

p1

p1

p5
, (6)

wherep3 /p2 is determined by the pressure drop in the combustor.
This means that for any compressor pressure ratio, the gas gen-
erator pressure ratio is fixed by the power turbine pressure ratio.
In particular, if the power turbine is in choke, then the gas gen-
erator pressure ratio is a unique fixed value.

Furthermore, the fuel flow is determined from

Wf5
cpg~T32T2!W1

LHV
. (7)

Any component of the engine can be represented by a perfor-
mance map. In order to allow for small deviations from the design

point, the dependency of operating parameters can be linearized,
i.e., we do not necessarily need to model the entire performance
map~Table 1!. Even with these relatively simple relationships, the
typical behavior of a two shaft engine can be simulated: The limi-
tation by maximum speed at inlet temperatures below the match
temperature, while being limited by maximum TIT at tempera-
tures above the match temperature.

The optimum speed of the power turbine will depend on the gas
generator operating point. With

S u

cax
D

opt

}S Npt

Q5
D

opt

, (8)

we derive the optimum power turbine speed from

NPt,opt5S Npt

Q5
D

opt

Q55S NPt

Q5
D

opt

W
RT5

p5
. (9)

The reduction in power turbine efficiency at off-optimum speeds
can be approximated by

P5PoptF2.0
NPt

NPt,opt
2S NPt

NPt,opt
D 2G . (10)

These conditions are sufficient to explain the behavior of gas tur-
bines at off-design conditions, for example, at ambient tempera-
tures different from the ‘‘match’’ temperature: At higher ambient
temperatures, the pressure ratiop2 /p1 is reduced because the
same head produces less pressure ratio, and the mass flow is re-
duced because the choked power turbine nozzle limits the flow
~temperature topping!. At lower ambient temperatures, gas gen-
erator speed limits override a limit in firing temperatures~speed
topping!.

Increasing the power turbine nozzle flow area reduces the
power turbine resistance~i.e., increases the flow capacity!, allow-
ing a higher portion of the overall pressure ratio across the gas
generator turbine. The TIT needed for the gas generator turbine
to drive the compressor is reduced. When an engine matched to
give rated TIT at rated gas generator speed at, for example, 15°C
~59°F! is operated at 49°C~120°F!, the rated TIT occurs before
the rated gas generator speed can be obtained. To increase the
gas generator speed, the power turbine area would have to be
increased.

Effect of Degradation on the Gas Turbine
The following relationships are used in the model above to

describe the amount of degradation. The loss of compressor effi-
ciencyDhc , compressor pressure ratioDpc , compressor air flow
DWc , gas generator turbine efficiencyDhGPT, and power turbine
efficiencyDhPT.

For two shaft engines, the effects of degradation depend also on
the control mode the engine is in. If the engine is operating at
ambient temperatures below the match temperature, it will be in
speed topping mode, i.e., the gas generator output is limited by the
gas generator speed. If the engine is operating at ambient tempera-

Fig. 4 Effect of probe location on the measured average
temperature

Table 1 Linearized operating parameters

Linearized
parameter Depending on Equation

Compressor
pressure ratio

Corrected gas
generator speed

kprc5DTTc /DNgpcorr

Compressor
flow function

Corrected gas
generator speed

KWc5DWc /DNgpcorr

Compressor
efficiency

Corrected gas
generator speed

khc5Dhc /DNgpcorr

Gas generator
pressure ratio

Compressor
pressure ratio

kgpt5DTTgpt /DTTc

Gas generator
turbine efficiency

Gas generator
turbine speed

khgpt
5Dhgpt /D(uQ3 /Ngpu)
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tures above the match temperature, it will be in turbine inlet tem-
perature topping mode, i.e., the gas generator output is limited by
the firing temperature. This is similar to the situation seen in the
comparison of Tarabrin et al.@25# between single and two shaft
engines. The single shaft, generator drive will by nature have to
run a fixed speed. Similar to that, the two shaft engine at speed
topping will run at maximum speed during full load operation.
The effects of degradation thus are less severe than for an engine
at temperature topping, which is confirmed by the model. Effec-
tively, degradation of the compressor and the gas generator tur-
bine section move the match point to lower ambient temperatures.
Figures 5 and 6 show the full load output and efficiency for an
engine at different ambient temperatures assuming different levels
of degradation. The different levels of degradation include case
1/0, where compressor flow, pressure ratio and efficiency are re-
duced by 1%. Case 1/1 is similar to the previous case, except that
additionally, the gas generator turbine and power turbine efficien-
cies are reduced by 1%. Case 2/2 has all values of case 1/1 re-
duced by 2%. While the case for as new performance~0/0! shows
the correct match temperature of 288 K~recognizable by the
change in slope for the power and efficiency line!, all other cases
exhibit a match point at lower temperatures. Therefore, the effect
of degradation at temperatures below 288 K is somewhat reduced.

Figure 7 shows the engine efficiency at a given load for various
ambient temperatures assuming different levels of degradation.
The degradation levels for ‘‘all components’’ are such, that 1%
would correspond to case 1/1 in the previous example, while 1%
degradation severity for ‘‘compressor only’’ corresponds to case
1/0. It shows that the decline in efficiency slows down at higher
levels of degradation, both for the cases where all components are
affected by degradation as well as cases where only the compres-
sor is affected. This is due to the fact that the operating point in

the example was at 95% load for the new engine, while for the
respective end points of the curves, the engine is operating again
at design firing temperature, thus at full load.

Another point worth mentioning is the part load behavior. An
operating point at part load~i.e., below maximum firing tempera-
ture and below max. NGP! can still be maintained with a degraded
engine, albeit at a higher firing temperature and a higher gas gen-
erator speed than for the new condition. The relative loss in effi-
ciency is significantly lower than for an engine at full load for the
same amount of degradation.

Compressor deterioration by itself will usually cause higher
power losses than losses in heat rate, because higher compressor
exit temperature~due to lower efficiency! at a fixed firing tem-
perature will reduce the possible fuel flow.

Tarabrin et al.@25# point out, the effect of degradation is typi-
cally more severe for two shaft engines than for single shaft en-
gines. However, this is only true, if compressor degradation on the
two shaft engine leads to a drop in gas generator speed. If variable
geometry is available~in the example of Tarabrin et al.@25# ad-
justable PT nozzles, in our example adjustable compressor IGV’s
and stators!, this drop in speed can be avoided, and the effects of
compressor degradation are roughly the same for single and two-
shaft engines.

Another form of~rather severe! degradation of the gas genera-
tor turbine nozzle occurs when material is removed due to erosion
or corrosion. In this case, the pressure ratio over the turbine and
its efficiency will drop. This will lead to a reduction in gas gen-
erator speed~i.e., again a shift in the match point to a lower
temperature!. The effect on the overall engine performance de-
pends on the speed characteristic of the compressor, but if we
assume that the compressor efficiency does not change with
speed, then we see a significant reduction in engine output and
efficiency. For some compressor designs, the design operating
point is at slightly higher speeds than the optimum efficiency
point of the compressor. In this case, the increase in compressor
efficiency at reduced speeds can to some extent counteract the loss
of engine efficiency.

Yet another effect is introduced by the fact that in most engines
the turbine inlet temperature~TIT! is not measured directly.
Rather, the power turbine inlet temperature~PTIT! or ~on single
shaft engines! the exhaust gas temperature~EGT! are measured,
and TIT is calculated. The measured PTIT or EGT is not the
thermodynamic average temperature, but the arithmetic average of
several point measurements. Degradation of engines can lead to a
shift in the true ratio between TIT and PTIT, thus causing the
engine to over or under fire. This shift can be due to several
reasons: change in flame patterns with resulting change in tem-
perature patterns or change in gas generator turbine efficiency.

The second cause in the list has in fact a pronounced effect,
mainly on the engine output, but only a small effect on engine
efficiency. It should be noted that these losses can be recovered by

Fig. 5 Degradation of engine efficiency at full load

Fig. 6 Degradation of engine power output

Fig. 7 Degradation of engine efficiency at constant load
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readjusting the control system. It can be shown that a reduction of
gas generator turbine efficiency will lead to a underfiring of the
engine under these conditions.

Degradation also affects the optimum power turbine speed. If a
lower engine compressor ratio or deterioration at the gas generator
turbine itself leads to a lower gas generator turbine pressure ratio,
then the actual flow through the power turbine will increase
slightly, thus increasing the optimum speed. However, the effect
on the engine output at fixed PT speed is rather small~less then
0.1%! for modern power turbines with relatively wide operating
range.

For comparison purposes, a second method to study the system
degradation of gas turbines was developed using the simple non-
ideal gas turbine cycle analysis concept. Hence, a simple nonideal
simple Brayton cycle analysis program was written using com-
pressor, combustor, and turbine operating maps for a typical mid-
size two-shaft gas turbine. For this method it was assumed that the
gas turbine degradation behavior can be accurately modeled using
a nonideal Brayton cycle analysis if the individual component
operating maps accurately reflect each components performance
when the gas turbine operates at off-design points. While the pre-
vious method linearized the pressure ratio flow and efficiency re-
lationships for each component, this method employs the actual
nonlinear ~higher order polynomials! operating maps for each
components and is thus more accurate at higher gas turbine deg-
radations and off-design. The following examples will prove that
the linearization is accurate as long as the degradation remains
small enough.

Engine Data
MacLeod et al.@26#, who investigated the effect of component

deterioration on overall engine performance on a single shaft tur-
boprop engine, found that an increase in GP nozzle through flow
area of 6% due to erosion, cracking, bowing and corrosion, caused
an increase in heat rate by 3.55% but virtually no loss in power.
Our model for a two shaft engine shows under these conditions a
significant reduction in gas generator speed, with both significant
~7% and 3%! losses in power and efficiency.

Frith @15# tested a helicopter gas turbine with compressor
blades cropped to simulate increased clearances. A 3% crop on
the axial compressor stages reduced airflow by 4.6% and pressure
ratio by 3%. The compressor discharge temperature is reported to
remain unchanged, which indicates a reduction in compressor ef-
ficiency by about 2.5%. Since the gas turbine is essentially the
same as tested by Schmidt@10#, the compressor, gas generator
turbine and power turbine characteristics were available. The
model predicts a loss in power of 7.8% and a loss in efficiency by
2.7%, which matches the engine test data~loss in power 8% and
loss in efficiency 3.4%! very closely.

Figure 8 shows the result of a variety of measures to reverse the
effects of degradation. In the example, the engine was returned to
the factory after several thousand hours of operation. The initial
run of the engine, without any adjustments whatsoever and at the

IGV and T5 topping temperature from the original factory test,
showed that the TIT was 40°F~22°C! below designT3 and the gas
generator speed was 3% below design speed. After adjusting the
guide vanes to get back to the desired designT3 and gas generator
speed, the engine improved power and reduced heat rate. Then,
the engine was detergent washed and continued to improve per-
formance. Next the individual stages of compressor variable vanes
were adjusted to the factory settings improving power. After all of
the adjustments the engine, compared to the factory testing when
the engine was new, had lost 2.5% in power and 1.2% in heat rate.
These results show that a significant amount of apparent degrada-
tion can be reversed by washing and adjustments. Another engine
was operated 3500 hours without a detergent wash. The environ-
ment was laden with jet engine exhaust and salt air. Borescope
inspections had shown deposits on the compressor and turbine. A
detergent wash was recommended. Control system data was re-
corded at full load before and after detergent washing and are
displayed in Fig. 9. The data was taken with the ambient tempera-
ture below the design match temperature.

The improvement in compressor pressure ratio, compressor ef-
ficiency, power, and heat rate are as expected, because the wash-
ing detergent was reported to be very black and dirty. The engine
was also under fired, because one of the effects of degradation is
a the reduction in theT3 /T5 ratio. These improvements, explain
the very substantial 9.7% increase in output power. After washing,
and given the test uncertainties, this engine appears to be perform-
ing essentially the same as when new. The model predicts exactly
this behavior: if we use a 2.1% loss in compressor efficiency, a
5% reduction in airflow and pressure ratio and a 0.5% reduction in
gas generator turbine efficiency, we see a reduction in power of
8.6%, the efficiency drops by 3.5%, while the engine speed stays
almost the same, andT3 drops due to a reduction inT3 /T5 ratio
~Fig. 10!.

Interestingly, while Tarabrin@25# indicate that smaller engines
may be more susceptible to degradation, the study of Aker and
Saravanamuttoo@27# reaches exactly the opposite conclusion.

Fig. 8 Performance recovery

Fig. 9 Effect of detergent washing

Fig. 10 Simulation of effects of detergent washing
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Effects of Degradation on the Overall System
As we saw in the previous chapter, the net effect of engine

degradation is a reduction of available power and an increase in
heat rate, while the driven equipment will require more power for
given operating points. The question is now, what does that mean
with regards to the capability of the installation to fulfil its duty.
We need to look into the different application scenarios, first for
compression applications.

Compression Where Head Requirements Depend on the
Flow. A typical example is a gas turbine driven compressor op-
erating in a pipeline. The pressure losses in the pipeline increase
roughly with the square of the actual flow. Because these losses
have to be overcome by the compressor, the relationship between
head and flow of the compressor is also roughly quadratic~Fig.
11!. This means, that the net effect of degradation will be less
flow, but ~say! 4% less power from the driver will reduce the flow
by less than 4%. Since most station designs have drivers sized for
the highest ambient temperatures, strategies such as line packing
will allow to maintain the station performance, albeit with a
higher fuel consumption. As discussed earlier, the loss in power
will be more significant than the loss in efficiency.

Compression Where the Head Requirements are Constant.
In applications, where the suction and discharge pressures are
fixed, such as in cases where the station feeds into a pipeline that
operates at a certain pressure, or on processing applications, the
compressor has to produce a certain head in order to generate any
flow. If the available power is reduced, the flow is reduced. This
will move the operating point of the compressor closer to the
surge line. At one point in time the available power will no longer
be sufficient to pump enough flow for the compressor to operate.
It is applications similar to this, where equipment degradation
may cause the shutdowns at the hotter parts of a day. Depending
on the critical need for the station, it may be prudent to oversize
the driver somewhat.

Power Generation. For power generation applications, the
engine degradation will lead to higher fuel consumption, less
power generation, but also more exhaust heat.

Pipeline Application. Figure 11 shows the move of an oper-
ating point for a pipeline compressor for the degradation levels
from case 1/1. In this example, the pipeline compressor operation
is represented by a map showing isentropic head versus actual
flow for different operating speeds. It also shows lines of constant
pipeline compressor efficiency, and lines of constant shaft power,
from

P

r
5

QH

h
. (11)

Because the resistance of any pipeline is approximately propor-
tional to the square of the volumetric flow, any operating point of
the pipeline compressor will reside on a single line. In particular,
the maximum flow for any available power is at the intersection of
the shaft power line and the pipeline resistance line. We also need
to take into consideration that the available shaft power is a func-
tion of the speed@Eq. ~10!#, too. Considering the above, we can
see that the flow is reduced, once the engine suffers from degra-
dation. But, as Table 2 indicates, the loss in flow capability is
smaller than the actual loss in power, because any reduction in
flow also leads to a reduction in head.

Recoverable and Nonrecoverable Degradation
The distinction between recoverable and nonrecoverable degra-

dation is somewhat misleading. The majority of degradation is
recoverable, however, the effort is very different depending on the
type of degradation. The recovery effort maybe as small as water
or detergent online washing, or detergent on-crank washing. The
degradation recovery by any means of washing is usually referred
to as recoverable degradation. However, a significant amount of
degradation can be recovered by engine adjustments~such as re-
setting variable geometry!. Last, but not least, various degrees of
component replacement in overhaul can bring the system perfor-
mance back to as-new conditions.

Protection Against Degradation
While engine degradation cannot entirely be avoided, certain

precautions can clearly slow the effects down. These precautions
include the careful selection and maintenance of the air filtration
equipment, and the careful treatment of fuel, steam or water that
are injected into the combustion process. It also includes to obey
manufacturers recommendations regarding shut-down and restart-
ing procedures. For the driven equipment surge avoidance, pro-
cess gas free of solids and liquids, and operation within the design
limits need to be mentioned. With regards to steam injection, it
must be noted, that the requirements for contaminant limits for a
gas turbine are, due to the higher process temperatures, more
stringent than for a steam turbine.

The site location and environment conditions, which dictate
airborne contaminants, their size, concentration and composition,
need to be considered in the selection of air filtration. Atmo-
spheric conditions, such as humidity, smog, precipitation, mist,
fog, dust, oil fumes, industrial exhausts, will primarily effect the
engine compressor. Fuel quality will impact the hot section. The
cleanliness of the process gas, entrained particles or liquids, will
affect the driven equipment performance. Given all these vari-
ables, the rate of degradation is impossible to predict with reason-
able accuracy.

While the rate of deterioration is slowed by frequent online
washing, thorough on-crank washing can yield a more significant
recovery. However, if the wrong detergents are used, some of the
solvent may stick to the blades, or the washing process simply
transports contaminant from the front stages of the compressor to
rear stages or the turbine section. No matter how good the wash-
ing, the rear stages of the compressor will not get cleaned. If the
compressor blades can be accessed with moderate effort~for ex-
ample, when the compressor casing is horizontally split!, hand
cleaning of the blades can be very effective.

Fig. 11 Effect of system degradation on a gas turbine driven
pipeline compressor

Table 2 Effect of various cases of degradation on power re-
duction and flow reduction

Case
Reduction in
power ~%! Reduction in flow~%!

0/0 0 0
1/0 3.4 2.5
1/1 4.4 3.3
2/2 8.6 6.5
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Conclusions
The study presents a methodology to simulate the effects of

engine and driven equipment degradation. With a relatively
simple set of equations that describe the engine behavior, and a
number of linear deviation factors, which can easily be obtained
from engine maps or test data, the equipment behavior for various
degrees of degradation can be studied. The authors have avoided
presenting figures about the rate of degradation, because it is sub-
ject to a variety of operational and design factors that typically
cannot be controlled entirely.

Nomenclature

A 5 area
a 5 speed of sound

cax 5 axial velocity
cp 5 specific heat capacity
H 5 head
ki 5 constants
ka 5 equivalent roughness

LHV 5 lower heating value
N 5 speed
P 5 power

PTIT 5 power turbine inlet temperature
p 5 pressure
Q 5 volumetric flow

Ra 5 roughness
s 5 chord length
T 5 temperature

TIT 5 gas generator turbine inlet temperature
u 5 tip speed

W 5 mass flow
h 5 isentropic efficiency

c5H/(u2/2) 5 nondimensional head
w5Q/(u/A) 5 nondimensional flow

p 5 pressure ratio
r 5 density

Subscripts:

a 5 air
c 5 compressor

corr 5 corrected
f 5 fuel
g 5 exhaust gas

gp 5 gas generator
gpt 5 gas generator turbine

m 5 mechanical
opt 5 optimum
pt 5 power turbine
1 5 inlet plane
2 5 compressor diffuser exit plane
3 5 gas generator turbine inlet plane
5 5 power turbine inlet plane
7 5 turbine diffuser exit plane.
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Multiobjective Optimum Design of
Rotor-Bearing Systems With
Dynamic Constraints Using
Immune-Genetic Algorithm
In this paper, the combined optimization algorithm (immune-genetic algorithm) is pro-
posed for multioptimization problems by introducing the capability of the immune system
to the genetic algorithm. The optimizing ability of the proposed combined algorithm is
identified by comparing the result of optimization with sharing genetic algorithm for the
two-dimensional multipeak function. Also the combined algorithm is applied to minimize
the total weight of the shaft and the transmitted forces at the bearings. The results show
that the combined algorithm can reduce both the weights of the shaft and the transmitted
forces at the bearing with dynamic constraints.@DOI: 10.1115/1.1338952#

Introduction
Many engineering problems can be formulated as optimization

problems, which optimize some objective function. Meanwhile,
most cases show the multiobjective function. It is not easy to
solve such multiobjective functions by conventional optimization
methods. Therefore a method for solving this is needed in the real
world.

In the past year, the immune system, which has powerful abili-
ties such as memory, recognition, and learning how to respond to
invading antigens, has been applied to many engineering algo-
rithms @1#. Some papers have shown the attempt that the immune
system has made combined with genetic algorithm@2#. This paper
proposes the combined optimization algorithm for multioptimiza-
tion problems by introducing only the capability of the immune
system that controls the proliferation of clones and suppresses the
production of the antibody to the genetic algorithm@3,4#.

In this paper, the optimizing ability of the proposed combined
algorithm is identified by comparing the results of optimization
with sharing genetic algorithm~SGA! @5# for the two-dimensional
multipeak function, which have many local optimums. The com-
bined algorithm is also applied to minimize the total weight of the
shaft and the transmitted forces at the bearings. The inner diam-
eter of the shaft and the bearing stiffness are chosen as the design
variables. The results show that the combined algorithm can re-
duce both the weights of the shaft and the transmitted forces at the
bearing with dynamic constraints.

Immune Algorithm

Immune System. The immune system is a complex network
of organs containing cells that recognize foreign substances in the
body and destroy them@6#. Figure 1 shows the production mecha-
nism of antibodies in the immune system. Several types of cells
compose the immune system such as stem cell, precursor cell,
lymphocytes, antibodies, and antigen. The immune system pro-
duces a variety of antibodies and controls the production of the
antibody combining the antigen and the antibody or two antigens.
The immune system is well documented in many papers@1,2#.
Therefore the details will be omitted here.

Proposition of Combined Algorithm „IGA …

This section proposes a combined algorithm@immune-genetic
algorithm ~IGA!# by introducing only the capability of the im-
mune system, which controls the proliferation of clones and sup-
presses the production of the antibody, to the genetic algorithm in
order to prevent the initial convergence of the genetic algorithms
and to search for the multioptimum solution. The abilities of self
control and suppression added to the genetic algorithm are as
follows @1#:

1 The differentiation mechanism of memory and suppressor
cells

2 The suppressor mechanism of the production of antibodies

The antibody in the immune algorithm is the individual in the
IGA. Figure 2 shows the flow chart of the IGA. The dotted line
indicated in Fig. 2 is the additional part of the immune algorithm
to simple genetic algorithm. The procedure of IGA is as follows:

Step 1.Production of the initial chromosome: This is the first
process of IGA and it is executed only one time for the IGA
procedure. In order to prevent the convergence of the local opti-
mum according to the inclined distribution of the initial popula-
tion, the uniform distribution method of genes is used. First, half
of the population is initialized randomly and then the others are
initialized with the complement of the produced binary code.

Contributed by the Structures & Dynamics Division of THE AMERICAN SOCIETY
OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF ENGI-
NEERING FORGAS TURBINES AND POWER. Manuscript received by the S&D Di-
vision, Jan. 1999; final revision received by the ASME Headquarters, Sept. 28, 1999.
Editor: H. D. Nelson.

Fig. 1 The production mechanism of antibodies in the immune
system
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Step 2. Calculation of affinity and fitness: The affinityayv,w
and the fitness are calculated by Eq.~1! and the objective func-
tion, respectively.

ayv,w51/~11Hv,w! (1)

whereHv,w is the hamming distance between antibodiesv andw.
When Hv,w equals zero, antibodiesv and w are completely the
same.ayv,w has a maximum value of 1 at this time.

Step 3.Differentiation of the memory cell and suppressor cell:
The concentration of each individual is calculated. The individu-
als are dispersed to the memory cells and suppressor cells when
the concentrationcv of the individualv exceeds over a threshold
level Tc . The individuals are destroyed when the affinity with the
suppressor cell exceedsTac1 .

cv5
1

N (
w51

N

acv,w , acv,w5 H1: ayv,w>Tac1

0: otherwise (2)

whereTac1 is the limit of the similarity,acv,w is the affinity when
the affinity between the antibodyv and w exceedTac1 and N is
the total number of the individuals. In this paper, 0.45 and 0.5 are
used asTc andTac1 , respectively@1#.

Step 4. Proliferation and suppression of the individual: The
expected valueev of the proliferation of the individual is defined
by Eq. ~3!. In the individuals of the present generation, half ofN
are destroyed according to their level of fitness

ev5 f v)
s51

S

~12asv,s
k !Y S cv(

i 51

N

f i D ,

asv,s5 Hayv,s : ayv,s>Tac2

0: otherwise (3)

wheref v is the fitness of the individualv, S is the total number of
the suppressor cell,k is the suppressor power,Tac2 is the limit of
the similarity, andasv,s is the affinity when the affinity between
the antibodyv and the suppressor cells exceedsTac2 . 0.5 is used
asTac2 in this paper@1#.

Equation~3! indicates that the individuals of higher fitness have
a higher probability of remaining in the next generation than the
individuals of higher concentration and the affinity with the sup-
pressor cell. Equation~3! regulates the concentration and the va-
riety of individuals in the population.

Step 5.Production of individual: The new individuals are ran-
domly generated as much as the destroyed number in step 3.

Step 6. Crossover and mutation: This procedure can generate
the individuals by a genetic reproduction operator such as muta-
tion or crossover using the individuals that remained in step 4 and
generated in step 5. Since the genetic operator is well documented
in many papers@7#, the details will be omitted here. In returning to
step 2, the searching process is iterated until the final generation.

Numerical Result and Discussion

Optimization of Multipeak Function. First the optimization
result of IGA is compared with that of SGA@5# for the two-
dimensional multipeak functions which have many local opti-
mums in order to identify the optimizing ability of the IGA. Equa-
tion ~4! shows the objective function, called the Shubert function,

Fig. 2 The flow chart of IGA

Fig. 3 Shubert function

Table 1 Parameters of SGA and IGA

Table 2 Comparison of optimization results
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which is frequently used for the identification of multipeak func-
tion optimization. The Shubert function has the local optimum in
the number of 760 and the global optimum in the number of 18,
f opt5186.731, among the local optimum. Figure 3 shows the Shu-
bert function. Table 1 shows the parameters of SGA and IGA

f ~x,y!52F(
i 51

5

i cos$~ i 11!x1 i %G3F(
i 51

5

i cos$~ i 11!y1 i %G
~210<x,y<10! (4)

A comparison of the optimization result of sharing genetic al-
gorithm and IGA is shown in Table 2. While sharing method does
not find all of the global optimum, IGA can find all of the global

optimum with good accuracy. Therefore, the optimization ability
of IGA for the multipeak function is identified and demonstrated
through the result of a numerical example.

Optimization of Rotor-Bearing System. The rotor-bearing
system@8,9# used in this paper consists of a single spool and three
bearings located at stations 3, 6, and 13. Figure 4 shows a sche-
matic of the rotor-bearing system. The fourth disk has unbalance
U50.00108 kg m. The details of the rotor configuration are well
documented in Shiau’s paper. Also, the same constraints and de-
sign variables are used in order to compare the optimization result
of Shiau’s paper@9#. The constraints on the critical speeds are
taken as follows:

g1~d!5v2
c2691.67 rad/s<0, g2~d!52301 rad/s2v3

c<0 (5)

The limitations on bending stress and unbalance response are also
considered. The behavior constraints are as follows:

g3~d!5150 MPa2s* <0, g4~d!5100mm2d* <0 (6)

where s* and d* represent the allowable stress and allowable
steady-state response, respectively. The inner radius of the shaft
elements (r Ii ) and the bearing stiffness (ki

b) are primarily taken as
the design variables. The side constraints of the design variables
are given by

0.0142 m<r Ii <0.0269 m, i 51 – 12 (7)

3.503106 N/m<ki
b<1.753108 N/m, i 51 – 3 (8)

The total shaft weight and transmitted force at the third bearing
are considered as the objectives to be minimized, simultaneously.
In order to identify the merit of the IGA, the optimization result is
compare to Shiau and Chang’s result@9# using the weighting
method~WM!. Table 3 shows a comparison of the optimization
result. It is indicated that the optimum weight and transmitted
force of the IGA are smaller than that of WM, satisfying all con-
straints. This implies that the IGA finds more exact solutions than
WM using the characteristic of IGA: the diversity of the indi-

Fig. 4 Schematic of the rotor-bearing system

Fig. 5 Unbalance response of initial and optimum design

Fig. 6 Mode shape of initial and optimum design „2nd mode …

Table 3 Initial and multiobjective optimization design „a… Inner
radius of shaft element and bearing stiffness; „b… Critical
speed, shaft weight, transmitted forces, maximum amplitude
and bending stress
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vidual and the production of efficient individuals. Figures 5 and 6
show the unbalanced response and mode shape corresponding to
the initial and optimum design. In Fig. 5, the second critical speed
of the optimum rotor is decreased in order to obtain separation
margin and the unbalanced response of the optimum rotor also
decreased in the operating range. Comparing the mode shape in
Fig. 6, the second mode changed more because the response of the
third bearing must decrease in order to reduce the transmitted
force of the third bearing.

Conclusions
This paper proposes the combined optimization algorithm

~IGA! for multoptimization problems by introducing only the ca-
pability of the immune system, which controls the proliferation of
clones and suppresses the production of the antibody to the ge-
netic algorithm. In this paper, the optimization result of IGA is
compared with that of the sharing genetic algorithm for the two-
dimensional multipeak function, which have many local opti-
mums in order to identify the optimizing ability of the proposed
IGA. For a comparison of the optimization result, IGA can find all
of the global optimum with much accuracy, while the sharing
method does not find all of the global optimum. Also, the com-
bined algorithm is applied the multiobjective optimization of the
rotor-bearing system to demonstrate the merit of the combined
algorithm. For optimization of the rotor-bearing system, the re-

sults show that the IGA can reduce both the weights of the shaft
and the transmitted forces at the bearing with dynamic behavior
constraints. A comparison of the results between the IGA and
WM shows that the IGA finds more exact solutions than the WM
using the characteristic of IGA.
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Reduced-Order Nonlinear
Dynamic Model of Coupled
Shaft-Torsional and
Blade-Bending Vibrations
in Rotors
In this study, a reduced-order nonlinear dynamic model for shaft-disk-blade unit is de-
veloped. The multibody dynamic approach with the small deformation theory for both
blade-bending and shaft-torsional deformations is adopted. The equations of motion are
developed using Lagrange’s equation in conjunction with the assumed modes method
(AMM) for approximating the blade transverse deflection. The model showed strong
coupling between the blade bending and shaft torsional vibrations in the form of inertial
nonlinearity, modal coupling, stiffening, softening, and parametric excitations. The model
is suitable for extensive parametric studies for predesign stage purposes as well as for
diagnostics of rotor malfunctions, when blade and shaft torsional vibration interaction is
suspected.@DOI: 10.1115/1.1341203#

1 Introduction
The problem of modeling blade vibrations in turbo-machinery

has received extensive research efforts due to the difficulties en-
countered in measuring these vibrations. The objective of a math-
ematical model is to aid in designing a blade that exhibits reduced
vibration problems. Many blade and rotor designers used to adopt
the assumption of no coupling between the blade vibrations and
the rotor dynamics. Blades are driven via shafts and couplings that
have inherent torsional flexibility and there exists a direct cou-
pling between the driven blades and the driving shaft and cou-
pling. Furthermore, there is an increasing need for operating rotor
systems at higher speeds with more flexible components. Due to
the aforementioned facts, in-depth studies on the vibration of a
rotating blade that account for the shaft/coupling torsional flex-
ibility are highly in demand.

The effects of rotation parameters on the natural frequencies
and mode shapes of a rotating beam were first reported by Shil-
hansi@1# and Pruelli@2#. These studies showed that increasing the
rotation speed strengthens the beam and results in higher natural
frequencies. Likins et al.@3# reported a study on the mathematical
modeling of spinning elastic bodies, wherein they highlighted the
existence of beam stiffening due to the axial shortening. Kaza and
Kvaternik @4# reported results of a study on the nonlinear flap-lag-
axial equations of a rotating beam. Yokoyama@5# investigated the
effect of shear deformations on the free vibration characteristics
of rotating beams, using the finite-element method and Timosh-
enko beam theory. In the aforementioned studies, the effect of
rotation was taken care of as a kinematic variable in the form of
angular velocity and angular acceleration employed in the elastic
equations, which are solved for the natural frequencies and mode
shapes. Al-Bedoor and Khulief@6# reported a general case, when
the beam is sliding through a rotating hub. This study considered
both the elastic degrees of freedom and the reference rigid-body
motions in their coupled format.

Srinivasan@7# reported a survey on the vibrations of bladed

disk assemblies. In this survey, he highlighted the importance of
modeling the disk-blade vibrations and classified these vibrations
into two main categories; namely, structure-induced vibrations
and aeroelastic-induced vibrations. The survey was focused on the
structural-induced vibrations and their modeling. The effect of
stager angle on the inertial and elastic coupling in bladed disks
was reported by Crawley and Mokadam@8#. Tang and Wang@9#
reported a model for rotor fuselage dynamic analysis. Loewy and
Khader@10# studied the effect of flexural shaft flexibility on the
dynamics of bladed-disk assemblies. Crawley et al.@11# reported
analytical and experimental results on the coupled blade-disk-
shaft whirl of a cantilevered turbofan. The effect of shaft torsional
flexibility on the vibrations of rotating blades was not considered
in the previously cited studies. Okabe et al.@12# highlighted the
necessity for modeling both blade bending and shaft torsional de-
formations in turbomachinery. They introduced an equivalent
reduced-order model that coupled shaft torsional and blade tan-
gential vibrations. Their model adopted the modal synthesis pro-
cedure, wherein the blade was modeled as a simple mass-spring
subsystem and the shaft as the other discrete subsystem. The two
subsystems were coupled and the natural frequencies were ob-
tained. Okabe et al.@12# compared their model predictions to ac-
tual measurements and reported they are in close agreement.
Huang and Ho@13# reported results of a study on the coupled
shaft torsion and blade-bending vibrations of a rotating shaft-disk-
blade unit. The shaft torsional and blade-bending deformations
were modeled, separately, using the assumed modes method.
They used the weighted residual method and the receptances at
the connection between the disk and the blade to couple the shaft-
torsional and blade-bending deformations. Al-Bedoor@14# based
on the multibody dynamic approach, developed a coupled model
for shaft-torsional and blade-bending vibrations in rotors. The
model employed the finite-element method to discretize the blade
deformations. The study identified the nonlinear interaction and
the destabilizing effect that the blade and shaft could introduce to
excite each other. Due to the difficulty encountered in quantifying
the nature of nonlinear coupling when the finite-element method
is used, a reduced-order nonlinear dynamic model for shaft-
torsional and blade-bending vibrations that adopts the assumed
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modes method~AMM ! for approximating blade deformations is
needed. The AMM produces uncoupled blade equations and en-
ables monitoring the vibration of each blade mode separately.

The present work is devoted to developing a coupled and
reduced-order dynamic model for blade-bending and shaft-
torsional vibrations in shaft-disk-blade units. The multibody dy-
namic approach is followed in developing the dynamic model
through using body axes attached to different system components.
The angular transformations using the total angle of system rota-
tion, u, and the small angle of torsional deformations,c, are uti-
lized. The small deformation theory for blade-bending and shaft-
torsional deformations is adopted. The model is developed using
the Lagrangian dynamics in conjunction with the AMM for ap-
proximating blade deformations. The equations of motion are rep-
resented in a compact matrix form, wherein all the nonlinear
terms are interpreted based on their associated stiffening, soften-
ing, damping, and inertial effects.

2 The Dynamic Model
A schematic diagram of a shaft-disk-blade system driven by an

electrical motor is shown in Fig. 1. The disk is assumed to be rigid
and the flexible blades are attached radially to the disk as shown.
The beam is assumed to be inextensible and the Euler-Bernoulli
beam theory is adopted. The beam is discretized using the AMM
and the mode shapes of a cantilever beam are used. The model
adopts the small deformation theory for both blade-bending and
shaft-torsional deformations. The coordinate systems used in de-
veloping the model are shown in Fig. 2, whereinXY is the inertial
reference frame,xmym is a body coordinate system of the motor
shaft,xdyd is a body coordinate system of the disk, andxbyb is the
blade coordinate system that is attached to the root of the blade
such thatxb is always directed along the blade centerline.

Kinetic Energy Expressions. The kinetic energy of the shaft-
disk-blade unit is made up of the motor kinetic energyTM , the
disk kinetic energyTD , and the blade kinetic energyTB . The
shaft inertia is lumped into the disk and motor inertia.

The motor and the disk kinetic energy expressions can be writ-
ten, respectively, as

TM5
1
2JM u̇2

(1)

TD5
1
2JD~ u̇1ċ !2

To develop the kinetic energy expression for the blade, the de-
formed configuration of the shaft-disk-blade system, shown in
Fig. 2, is used. The global position vector of a material point,P,
on the blade can be written as

RP5@A~u!# @B~c!#r P
d (2)

wherer P
d is the position vector of pointP in the disk coordinate

systemxdyd, @A(u)# is the rotational transformation matrix from

the motor coordinate system to the inertial reference frame,XY,
and @B(c)# is the rotational transformation matrix from the disk
coordinate system,xdyd, to the motor coordinate system. The po-
sition vector of the material pointP in thexdyd coordinate system
can be written in the form

r P
d 5~x1RD!i 1u~x,t ! j (3)

where RD is the disk radius, at which the root of the blade is
attached,x andu(x,t) are the axial position of the material point
along the blade and its deflection measured with respect to the
blade coordinate system,xbyb. The rotational transformation ma-
trices @A(u)# and @B(c)# can be represented, respectively, as

@A~u!#5Fcosu 2sinu

sinu cosu
G (4)

@B~c!#5F 1 2c

c 1 G (5)

whereu represents the motor rigid-body rotation andc represents
the torsional deformation angle measured with respect to the mo-
tor coordinate system,xmym. The transformation matrix@B(c)# is
linearized based on the assumption of small torsional deforma-
tions. It should be noted that no small motion linearization is used
for the system rigid-body rotation transformation matrix,@A(u)#,
and its derivatives.

The velocity vector of the material point in the inertial refer-
ence frame can be obtained by differentiating Eq.~2! as follows:

ṘP5@A~u!#@B~c!# ṙ P
d 1 u̇@Au~u!#@B~c!#r P

d

1ċ@A~u!#@Bc~c!#r P
d (6)

where @Au# and @Bc# represent the derivatives@dA/du# and
@dB/dc#, respectively.

Upon substituting@Au#, @Bc#, r P
d , and ṙ P

d into Eq. ~6!, the
velocity vector of the material pointP in the inertial reference
frame can be represented in the form

ṘP5 H 2a cosu2b sinu
b cosu2a sinu J (7)

where

a5 u̇@c~x1RD!1u~x,t !#1ċu~x,t !1cu̇~x,t !

b5 u̇@~x1RD!2cu~x,t !#1ċ~x1RD!1u̇~x,t ! (8)

The kinetic energy of the blade can be found fromFig. 1 Schematic diagram of blade-disk-shaft system

Fig. 2 System deformed configuration and coordinate system
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TB5
1
2E

0

L

rṘP
TṘPdx (9)

wherer is the blade mass per unit length andL is the blade length.
Substituting Eq.~7! into Eq. ~9!, the blade kinetic energy ex-

pression is found in the form

TB5
1
2u̇2c2E

0

L

r~x1RD!2dx1
1
2~ u̇1ċ !2E

0

L

r~x1RD!2dx

1
1
2@~ u̇1ċ !21c2u̇2#E

0

L

ru2dx

1
1
2~11c2!E

0

L

ru̇2dx1cċE
0

L

ruu̇dx

1@ u̇~11c2!1ċ#E
0

L

r~x1RD!u̇dx (10)

Now the total kinetic energy expression of the system can be
written as follows:

T5TM1TD1TB (11)

Potential Energy Expressions. The system potential energy
is made up of the blade-bending strain energy,VB , the torsional
strain energy,VT , and the potential energy of the axial shortening
due to transverse deformations and the motion-generated inertial
forces,VA . The elastic blade-bending strain energy for a blade
with flexural rigidity EI(x) is given by

VB5
1
2E

0

L

EI~x!
]2u

]x2 dx (12)

The torsional elastic potential energy stored in the flexible cou-
pling is given by

VT5
1
2kTc2 (13)

The axial shortening due to transverse deformations in conjunc-
tion with the radial inertial forces contributes to the system elastic
potential energy by the known axial shortening potential energy.
The axial shortening due to blade-bending deformations can be
approximated@6# by

dd>2
1

2 S ]u

]xD 2

dx (14)

The inertial force on the material pointP of the blade that results
from the rotational motion of the blade can be expressed in the
form

FP5E
x

L

r~RD1x!~ u̇1ċ !2dx (15)

Now, the work that results from the axial shortening under the
effect of the inertial forces can be called the axial shortening
potential energy and can be written in the form

VA5E
0

L

FPdd (16)

Evaluating the integral of Eq.~15! and substituting forFP anddd
into Eq. ~16!, the axial shortening potential energy becomes

VA5
1
2~ u̇1ċ !2H 1

2E
0

L

r~L22x2!S ]u

]xD 2

dx

1RDE
0

L

r~L2x!S ]u

]xD 2

dxJ (17)

The system potential energy is

V5VB1VT1VA (18)

The Assumed Mode Method„AMM …. The assumed mode
method is used in approximating the blade elastic deformation,
u(x,t), shown in Fig. 2, relative to the blade coordinate system, as
follows:

u~x,t !5(
i 51

N

f i~x!qi~ t ! (19)

whereN is the number of modes,qi is the vector of modal coor-
dinates, which is time-dependent, andf i is the vector of the as-
sumed mode shapes, which are those of a cantilever beam in this
study. The mode shapes of a cantilever beam, which are normal-
ized with respect to the mass per unit length of the blade, can be
written in the form

f i~x!5
1

ArL
@coshl ix2cosl ix2a i~sinhl ix2sinl ix!#

(20)

wherer and L are the blade mass per unit length and the blade
length, respectively. The parameterl i is found from the solution
of the transcendental equation,

cosl iL coshl iL1150 (21)

and the parametera i is given by

a i5
sinhl iL2sinl iL

coshl iL1cosl iL

Upon substituting the AMM approximation for the blade defor-
mations in the Lagrangian expression, a number of coefficient
vectors and matrices have developed. The coefficient vectors and
matrices can be expressed as follows:

@a#5E
0

L

rx@f~x!#dx (22)

@b#5E
0

L

r@f~x!#dx (23)

@ I #5E
0

L

r@f~x!#T@f~x!#dx (24)

@k#5E
0

L

r@f9~x!#T@f9~x!#dx (25)

@ks1#5E
0

L

r~L2x!@f8~x!#T@f8~x!#dx (26)

@ks2#5E
0

L

r~L22x2!@f8~x!#T@f8~x!#dx (27)

@ks#5RD@ks1#1
1
2@ks2# (28)

@h#5@a#1RD@b# (29)

wheref85df/dx and @I# is the identity modal mass matrix that
has developed in this form as a result of the mode shape orthogo-
nality condition.@k# is the diagonal elastic stiffness matrix. The
effect of stiffening due to blade rotation appeared in the matrices
@ks1#, @ks2#, and@ks#. RD is the disk radius. The vectors@a#, @b#
represent the inertia coupling vectors between the system refer-
ence rotational motion, the system torsional flexibility degree of
freedom, and the blade-bending degrees of freedom.

The Equations of Motion. By substituting the discretized
forms of the kinetic and potential energy expressions, the La-
grangian of the system can be written in the following form:
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G5
1
2JM u̇21

1
2JD~ u̇1ċ !21

1
2JB@ u̇2c21~ u̇1ċ !2#

1
1
2@ u̇2c21~ u̇1ċ !2#$q%T@ I #$q%1

1
2~11c2!$q̇%T@ I #$q̇%

1cċ$q%@ I #$q̇%1@ u̇~11c2!1ċ#@a#$q̇%1@ u̇~11c2!

1ċ#RD@b#$q̇%2
1

2

EI

rL4 $q%T@k#$q%2
1
2kTc2

2
1
2~ u̇1ċ !2RD$q%T@ks1#$q%2

1
4~ u̇1ċ !2$q%T@ks2#$q%

(30)

Now using the discretized form of the system Lagrangian, per-
forming the required differentiation and mathematical manipula-
tion for the system degrees of freedomu, c, and $q%, the system
equations of motion can be represented in the following compact
matrix form:

F muu muc @muq#

mcu mcc @mcq#

@mqu# @mqc# @mqq#
G H ü

c̈
$q̈%

J 1F cuu cuc @cuq#

ccu ccc @0#

@cqu# @0# @cqq#
G

3H u̇

ċ
$q̇%

J 1F 0 0 @0#

0 kcc @0#

@0# @0# @kqq#
G H u

c
$q%

J 5H Fu

Fc

$Fq%
J (31)

where

muu5JM1JD1JB~11c2!1$q%T@~11c2!@ I #2@ks##$q%
(32)

mcc5muc5mcu5JD1JB1$q%T@@ I #2@ks##$q% (33)

@muq#5@mqu#T5~11c2!@h# (34)

@mcq#5@mqc#T5@h#1c$q%T@ I # (35)

@mqq#5~11c2!@ I # (36)

cuu52cċ@JB1$q%T$q%#12$q%T~~11c2!@ I #2@ks# !$q̇%
(37)

ccc5cuc5ccu52$q%T~@ I #2@ks# !$q̇% (38)

@cuq#5@cqu#T52cċ@h# (39)

@cqq#52cċ@ I # (40)

kcc5kT2 u̇2~JB1$q%T$q%!22u̇@h#$q̇% (41)

@kqq#5
EI

rL4 @k#1~ u̇1ċ !2@@ks#2@ I ##1~ ċ22c2u̇2!@ I #

(42)

JB5rS L3

3
1RDL21RD

2 L D (43)

The equations of motion~31! are arranged in such a way that all
nonlinear terms are in a position to contribute to the system iner-
tia, damping, and stiffness. It is noteworthy to mention that struc-
tural damping can be easily accommodated in the damping matrix
of the model. The first coefficient matrix in Eq.~31! is the system
inertia matrix that contains nonlinear functions of the system mo-
tion parameters. The entrymuu described by Eq.~32! is the sys-
tem reference rotational inertia, which is a nonlinear function of
the shaft torsional and the blade-bending deformations. The entry
mcc is the torsional degree of freedom rotational inertia that is a
nonlinear function of the blade deflection. In the same equation,
the termsmuc ,mcu represent the inertial coupling between the
rigid-body rotation and the torsional degree of freedom. The iner-
tia coupling between the system rigid-body rotation and the blade
deformation is given by the vector@muq#, Eq. ~34!, which is a

function also of the torsional deformation angle. The inertia cou-
pling between the torsional degree of freedom and the blade de-
flection coordinates is shown to be a function of bothc and$q% in
Eq. ~35!. The modal inertia matrix, Eq.~36!, of the blade is af-
fected by the square of the system torsional deformation.

The second coefficient matrix in Eq.~31! is the system-
generalized damping matrix, which is developed as a result of
coupling between the system degrees of freedom. All nonzero
entries of the system-damping matrix are nonlinear functions of
the shaft and blade deformation parameters; namely,c, ċ, $q%,
and $q̇%. Structural damping can be added to this generalized
damping matrix.

The third coefficient matrix in Eq.~31! is the system-
generalized stiffness matrix where the entries corresponding to the
system-generalized torsional stiffness,kcc , and the generalized
blade-bending stiffness,bkqqc, are the only nonzero ones. The gen-
eralized stiffnesskcc is given in Eq.~41!, wherein the torsional
system is softened by two terms. The first term combines the
effects of the system rotational speed, the blade inertia, and the
blade deformations. The second softening term is the Coriolis-like
term, which combines the system rotational speed and the blade-
bending modal velocity. The developed generalized torsional stiff-
ness provides an interesting expression that relates the torsional
stiffness, blade inertia, and system rotational velocity for stability
purposes. The blade-bending generalized stiffnessbkqqc is shown,
in Eq. ~42!, to be under the combined stiffening and softening
effects. Finally, the right-hand-side vector is the forcing vector
corresponding to each degree of freedom of the system.

3 Numerical Simulation and Discussion
The computational process started with evaluating the coeffi-

cient vectors and matrices, Eqs.~22!–~27!, for the first five canti-
lever beam mode shapes. The Gauss-quadrature 16-point integra-
tion scheme was used.

The system of nonlinear second-order equations, Eq.~31!, is
simulated using a multistep variable order predictor-corrector al-
gorithm. The dimension and material properties of the blade-
shaft-disk system are given in Table 1. For the considered system
data, the uncoupled natural frequencies are 78.2 Hz for the shaft
torsional degree of freedom and 26 Hz, 163.3 Hz, 457.43 Hz,
896.38 Hz, and 1481.73 Hz for the first five bending modes of the
blade, respectively. In the simulation of the system, structural
damping in the form of Rayleigh proportional damping is used.
Damping ratioszT50.0005 andzB50.001 are taken for the tor-
sional and for each of the blade-bending modes, respectively.

The motor torque that is designed using the inverse dynamic
procedure to rotate the system to reach a constant speed of 1000
RPM in 1.0 sec is shown in Fig. 3 and the resulting system speed-
time relation is shown in Fig. 4. The resulting blade-tip deflection
is shown in Fig. 5~a! with the corresponding frequency spectrum
shown in Fig. 5~b!. Figure 5~a! shows that the blade tip deflection
exhibits sustained oscillations, which are expected to damp out as
a result of the used structural damping. The blade tip deflection

Table 1 Blade-disk-shaft data
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frequency spectrum, Fig. 5~b!, shows two frequency components
in the blade vibration signal. The first frequency component is
around 48 Hz and the second is around 290 Hz. These two com-
ponents do not represent any of the blade natural frequencies or
the coupling torsional natural frequency. This result and the result
of sustained oscillation lead to a conclusion that there is a con-
tinuous parametric excitation of the blade. The coupling torsional
vibration is shown in Fig. 6, wherein damped behavior can be
seen as a result of the structural damping in the coupling.

In order to gain insight into the system behavior, the blade
individual mode vibrations, corresponding to the blade tip deflec-
tion of Fig. 5, are shown in Figs. 7–11. Figures 7–11 show that all
blade vibration modes are excited, almost to the same order of
amplitude. This result stresses that there is a continuous paramet-
ric forcing excitation into the blade that comes from the coupling
with the system torsional vibration. Moreover, when the system is
simulated without any structural damping, the torsional vibration
shows sustained oscillations, as expected. On the other hand, the
blade vibration shows unstable behavior~growing vibration! when
no damping is used for the blade vibration modes.

The sustained and unstable behavior can be explained by a
greater understanding of the developed model. The model has
inertial nonlinearities, as can be seen in Eq.~30!, softening and
stiffening effects depending on the system rotational velocity, and
Coriolis effects. The modes are coupled through the system mo-
tion and the torsional vibration. Furthermore, the torsional vibra-
tion acts on the blade as base excitation, which under certain

combination of system and motion parameters can act as a con-
tinuous excitation to the blade. Extracting the equation of motion
of the first blade mode from Eq.~31!, for constant rotational speed
ü50, gives the equation

~h~1!1cq1!c̈1q̇112cċq̇1

1S FEIl1
4

rL4 1~ u̇1ċ !2G~ks~1,1!21!1~ ċ22c2u̇2! D q150

(44)

Equation~44! is affected by the torsional degree of freedomc
and its time derivatives through inertial input to the system in the
form of base excitation as shown in the first term. Stiffening and

Fig. 3 Motor torque to rotate the system to a speed of 1000
RPM in 1 sec

Fig. 4 Motor speed u̇

Fig. 5 „a… Blade deflection and „b… frequency spectrum

Fig. 6 Coupling torsional deflection
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softening are shown by the terms associated with the stiffness.
Moreover, when the system is excited by a torque for a short
duration of time as shown in Fig. 3, the torsional degree of free-
dom will be responding sinusoidal with a frequency equal to the
system torsional natural frequency. When this response,cċ, is
substituted for in Eq.~44!, the blade first bending mode will be
exposed to sinusoidal damping that leads to parametric-like exci-
tation @15#. This excitation together with the coupling between

blade modes and the effect of base excitation are, most likely, the
key factors for the shown unstable blade vibrations.

4 Conclusions
A reduced-order nonlinear dynamic model for the shaft-disk-

blade unit is developed in this study. The multibody dynamic
approach, in which coordinate systems are attached to different
system components, is utilized. The motion angleu and the small
torsional deformation anglec transformations are used in devel-
oping the system energy expressions. The small deformation
theory for both blade-bending and shaft-torsional deformations is
adopted. The equations of motion are developed using Lagrange’s
equation in conjunction with the assumed modes method~AMM !
for approximating the blade transverse deflection. The model
showed strong coupling between the blade-bending and the shaft-
torsional vibrations in the form of inertial nonlinearity, modal
coupling, stiffening, softening, and parametric excitations. The
model is suitable for extensive parametric studies for predesign
stage purposes as well as for diagnostics of rotor malfunctions.
Furthermore, more studies on the stability of shaft-blade-disk
units using the developed model, as related to system design and
operation parameters, are recommended.
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Fig. 7 Blade first bending mode vibrations

Fig. 8 Blade second bending mode vibrations

Fig. 9 Blade third bending mode vibrations

Fig. 10 Blade fourth bending mode vibrations

Fig. 11 Blade fifth bending mode vibrations
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Nomenclature

A(u) 5 rotational transformation matrix
B(c) 5 torsional transformation matrix

Au 5 derivative of rotational transformation matrix with
respect tou

Bc 5 derivative of torsional transformation matrix with
respect toc

a, b 5 coefficient vectors
cuu 5 reference D.O.F.~degree of freedom! damping

coefficient
ccc 5 torsional D.O.F. damping coefficient
ccu 5 damping coupling coefficient
cqq 5 blade modal damping matrix
EI 5 blade flexural rigidity

$F% 5 external moment/force vector
h 5 coefficient vector
I 5 identity matrix

JB 5 blade moment of inertia
JD 5 disk moment of inertia
JM 5 motor moment of inertia
kqq 5 blade-bending generalized stiffness matrix
kT 5 torsional stiffness

ks1 ,ks2 ,ks 5 axial shortening stiffness matrices
kcc 5 shaft-torsional generalized stiffness

L 5 blade length
muu 5 reference D.O.F. generalized inertia
mcc 5 torsional D.O.F. generalized inertia
mcu 5 inertia coupling coefficient
mqq 5 blade generalized inertia matrix

N 5 number of assumed modes
p 5 material point along the blade

qi 5 modal coordinates
RD 5 disk radius

T 5 system kinetic energy
TB 5 blade kinetic energy
TD 5 disk kinetic energy
TM 5 motor kinetic energy

u(x,t) 5 blade transverse deflection
V 5 system potential energy

VA 5 blade axial shortening potential energy
VB 5 blade-bending potential energy
VT 5 torsional elastic potential energy
XY 5 inertial reference frame

xy,xbyb 5 blade coordinate system
xdyd 5 disk coordinate system

xmym 5 motor coordinate system
a 5 kinematic expression

a i 5 modal factor
b 5 kinematic expression
d 5 axial shortening

f i 5 mode shape
l i 5 modal frequency parameter
G 5 the system Lagrangian
r 5 mass per unit length
u 5 reference rotation
c 5 torsional deformation angle
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Component-Mode-Based Reduced
Order Modeling Techniques for
Mistuned Bladed Disks—Part I:
Theoretical Models
Component mode synthesis (CMS) techniques are widely used for dynamic analyses of
complex structures. Significant computational savings can be achieved by using CMS,
since a modal analysis is performed on each component structure (substructure). Mis-
tuned bladed disks are a class of structures for which CMS is well suited. In the context
of blade mistuning, it is convenient to view the blades as individual components, while the
entire disk may be treated as a single component. Individual blade mistuning may then be
incorporated into the CMS model in a straightforward manner. In this paper, the Craig–
Bampton (CB) method of CMS is formulated specifically for mistuned bladed disks, using
a cyclic disk description. Then a novel secondary modal analysis reduction technique
(SMART) is presented: a secondary modal analysis is performed on a CB model, yielding
significant further reduction in model size. In addition, a straightforward non-CMS
method is developed in which the blade mistuning is projected onto the tuned system
modes. Though similar approaches have been reported previously, here it is generalized
to a form that is more useful in practical applications. The theoretical models are dis-
cussed and compared from both computational and practical perspectives. It is concluded
that using SMART, based on a CB model, has tremendous potential for highly efficient,
accurate modeling of the vibration of mistuned bladed disks.@DOI: 10.1115/1.1338947#

1 Introduction
The adverse effects of structural irregularities, or mistuning,

among the blades of turbomachinery rotors is a persisting concern
in the gas turbine community. Mistuning is caused by manufac-
turing tolerances, deviations in material properties, or nonuniform
operational wear; therefore, mistuning is unavoidable. Further-
more, even small mistuning can have a dramatic effect on the
vibratory behavior of a rotor, because it can lead to spatial local-
ization of the vibration energy. As a result, certain blades may
experience forced response amplitudes and stresses that are sub-
stantially larger than those predicted by an analysis of the nominal
~tuned! design. Unfortunately, these random uncertainties in blade
properties, and the immense computational effort involved in ob-
taining statistically reliable design data, combine to make this
aspect of rotor design cumbersome.

Since the 1960s, several researchers have documented the ef-
fects of mistuning on blade vibrations by analyses of representa-
tive lumped parameter models, using numerical, statistical, and
perturbation methods~Wagner @1#; Dye and Henry@2#; Ewins
@3,4#; El-Bayoumy and Srinivasan@5#; Griffin and Hoosac@6#;
Wei and Pierre@7,8#; Lin and Mignolet@9#!. See Srinivasan@10#
for a comprehensive survey of the literature. Unfortunately, in
order to accurately represent an actual bladed disk design with a
lumped parameter model, one must perform a difficult parameter
identification which becomes infeasible as the number of model
degrees of freedom~DOF! increases. Hence, to gain practical use-
fulness, there is a pressing need to employ accurate finite element
models of rotor designs in mistuning studies.

To address this issue, there have been several efforts to gener-

ate reduced order models systematically from finite element mod-
els using component mode synthesis~CMS! methods~Irretier
@11#; Kruse and Pierre@12,13#; Castanier et al.@14#; Bladh et al.
@15#!, receptance techniques~Yang and Griffin@16#!, and classical
modal analysis with mistuning projection~Yang and Griffin@17#!.
In CMS, the original structure is subdivided into smaller substruc-
tures, or components, for which normal modes are computed in-
dependently. The global structure is then represented by a trun-
cated set of component modes that are assembled in a systematic
fashion through compatibility constraints. This process yields
highly reduced order models for bladed disks that are based on
finite element models of arbitrary complexity.

The focus of this study is on the development of reduced order
models of mistuned bladed disks, based primarily on CMS tech-
niques. In this first part of the two-part paper, component-mode-
based reduced order modeling techniques are derived and pre-
sented. In particular, the Craig–Bampton CMS method@18# is
reformulated specifically for the analysis of mistuned bladed
disks. This tailored formulation uses a cyclic symmetry descrip-
tion of the disk.

In addition, a straightforward non-CMS technique is formu-
lated. This method consists of a modal analysis of the nominal
~tuned! system, with a subsequent projection of the blade mistun-
ing data onto the nominal system modes of vibration. This mis-
tuning projection approach is a generalization of the mistuning
formulation for shrouded blade assemblies developed in Bladh
et al. @15#. Also, Yang and Griffin@17# presented an analogous
technique for the case in which each blade is mistuned by a small
deviation in its Young’s modulus.

Finally, the general idea of a secondary modal analysis reduc-
tion technique~SMART! is introduced. In the SMART approach,
a secondary modal analysis is performed on a model already re-
duced by CMS. This two-step reduction decreases dramatically
the order of the original model. Also, in contrast to the non-CMS
mistuning projection method, the SMART mistuning is introduced
in the modal domain rather than the physical domain. This signifi-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany,
May 8–11, 2000; Paper 00-GT-360. Manuscript received by IGTI January 14, 2000;
final revision received by ASME Headquarters April 2, 2000. Associate Editor: M.
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cantly reduces the associated computational effort, and it allows a
straightforward implementation of individual blade natural fre-
quency mistuning.

This paper is organized as follows. General assumptions and
model issues are summarized in Sec. 2. The modeling theory be-
gins in Sec. 3 with a derivation of the Craig–Bampton~CB! tech-
nique tailored to a mistuned rotor with a cyclic symmetry descrip-
tion of the disk. In Sec. 4, the method of Castanier et al.@14#,
which uses a prescribed interface motion approach, is reviewed.
In Sec. 5, the mistuning projection method is outlined. In Sec. 6,
the secondary modal analysis reduction technique is formulated
for mistuned rotors using the CB method for the intermediate
model. In Sec. 7, a comparison is presented of the number of
floating point operations required for the various methods. The
conclusions are summarized in Sec. 8.

2 Computational Issues and Assumptions
An N-bladed disk assembly can be divided into one disk com-

ponent~d! andN individual blades~b!. It is assumed that the disk
features cyclic symmetry, meaning that it is composed ofN iden-
tical sectors. A disk sector and a blade component are depicted in
Fig. 1, which also outlines the index notation used throughout this
paper for the components and the interfaces with neighboring
components.

Initially, it is assumed that each disk sector or blade is an iden-
tical ~tuned! and physically isolated substructure. At this point, the
stiffness matrix of all disk sectors and blades,K, has a block-
diagonal structure:

K5FKd 0

0 KbG5F I ^ Kd 0

0 I^ KbG , (1)

where I is an identity matrix of dimensionN, the symbol^ de-
notes the Kronecker product~see Appendix A!, andKd ~disk! and
Kb ~blade! are the stiffness matrices of the two fundamental,

stand-alone substructures. Using the notation of Fig. 1, the dis-
placement vectors and the corresponding stiffness matrices may
be partitioned in detail as

xd5H xD
d

xG
d

xa
d

xb
d
J Kd5F KDD

d KDG
d KDa

d KDb
d

KDG
dT

KGG
d KGa

d KGb
d

KDa
dT

KGa
dT

Kaa
d Kab

d

KDb
dT

KGb
dT

Kab
dT

Kbb
d

G (2)

xb5H xB
b

xG
b J Kb5FKBB

b KBG
b

KBG
bT

KGG
b G . (3)

The mass matrices are partitioned in exactly the same fashion.

2.1 Cyclic Symmetry Description of the Disk Component.
The treatment of the disk component is greatly simplified by using
a cyclic symmetry analysis. There are two principal benefits from
treating the disk as a cyclic assembly rather than an assembly ofN
arbitrary components. First, the DOF at each interface between
adjacent disk sectors are eliminated by cyclic constraints, which
yields a smaller CMS model. Second, the disk component mode
shapes bear a greater resemblance to the system modes, which
improves modal convergence.

The cyclic symmetry analysis employed here is identical to the
implementation in the commercial finite element software pack-
ageMSC/NASTRAN™. This approach is a real-valued formulation,
and it was outlined by Joseph@19#. From the theory of symmetri-
cal components~Fortescue@20#!, some quantityx ~displacements,
forces, etc.! in physical coordinates for allN disk sectors may be
expressed as a linear combination of the corresponding quantityũ
in cyclic coordinates for the fundamental disk sector as

x55
x1

x2

x3

]

xN

6 5~F^ I !5
ũ0

ũ1,c

ũ1,s

ũ2,c

]

ũP
6 5F̂ũ, (4)

whereF is the real-valued Fourier matrix defined in Appendix B.
Moreover, the dimension ofI is equal to the number of elements
in ũh, h represents the harmonic order, andP is the highest pos-
sible harmonic for anN-bladed disk, which is defined as
P5 int@N/2#. The ‘‘tilde’’ notation is used throughout this paper
to indicate when a quantity is represented in cyclic coordinates.
The cyclic coordinate representation is essentially a Fourier series
expansion of the disk motion. However, it isnot an approxima-
tion, as the series contains the complete set of admissible circum-
ferential shapes of the cyclic assembly.

The cyclic coordinate transformation of Eq.~4! yields a set of
trigonometric relations that describe the motion of the disk sec-
tor’s dependent cyclic boundary~b! relative to the independent
cyclic boundary~a! as follows:

H ũb
h,c5ũa

b,c cosfh1ũa
h,s sinfh

ũb
h,s52ũa

h,c sinfh1ũa
h,s cosfh

h50, . . . ,P, (5)

wherefh52ph/N is the interblade phase angle for thehth har-
monic. Note that the two equations in Eq.~5! collapse to one for
harmonics 0 and, if it exists,N/2. These are ‘‘single’’ harmonics
and require only a single sector description, as in Eq.~2!. All
other harmonics are ‘‘double’’ and require a two-sector
description:

K2x
d 5FKd 0

0 KdG . (6)

For generality, a ‘‘double’’ harmonic is considered in the follow-
ing. By enforcing Eq.~5! on the double disk sector’s stiffnessFig. 1 Substructuring approach and Index notation
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matrix in Eq.~6!, the dependentb DOF are eliminated. Moreover,
for the disk’s subsequent CMS implementation, it is necessary to
partition with respect to interior~D anda! DOF—which are col-
lectively denoted sector~S! DOF—and disk–blade interface~G!
DOF. With this in mind, the cyclic disk stiffness matrix and dis-
placement vector of harmonich ~hÞ0, hÞN/2! may be written as

K̃ d
h5F K̃ d,SS

h K̃d,SG
h

K̃d,SG
hT

K̃ d,GG
h G ũd

h55
ũS

h,c

ũS
h,s

¯

ũG
h,c

ũG
h,s
6 . (7)

The interior~SS! partition is subpartitioned as

K̃ d,SS
h 5F K̃ d,SS

h,0 K̃ d,SS
h,1

K̃d,SS
h,1T

K̃ d,SS
h,0 G , (8)

where

K̃ d,SS
h,0 5FKaa

d 1~Kab
d 1Kab

dT
!cosfh1Kbb

d KDa
dT

1KDb
dT

cosfh

KDa
d 1KDb

d cosfh KDD
d G

K̃ d,SS
h,1 5F ~Kab

d 2Kab
dT

!sinfh 2KDb
dT

sinfh

KDb
d sinfh 0

G .

The remaining partitions~SG and GG! take on the following
forms:

K̃ d,SG
h 5F KGa

dT
1KGb

dT
cosfh 2KGb

dT
sinfh

KDG
d 0

KGb
dT

sinfh KGa
dT

1KGb
dT

cosfh

0 KDG
d

G (9)

K̃ d,GG
h 5FKGG

d 0

0 KGG
d G . (10)

Note that forh50 and, if it exists, forh5N/2, the ‘‘sine blocks’’
are zero. By rearranging the DOF order in this case, two identical
blocks form on the diagonal ofK̃ d

h , while the off-diagonal block
is zero. Thus, as indicated earlier, one such block on the diagonal
alone provides the complete disk description in these two special
cases. The corresponding cyclic disk partitions for ‘‘single’’ har-
monics are given by

K̃ d,SS
h 5FKaa

d 1~Kab
d 1Kab

dT
!cosfh1Kbb

d KDa
dT

1KDb
dT

cosfh

KDa
d 1KDb

d cosfh KDD
d G

(11)

K̃ d,SG
h 5FKGa

dT
1KGb

dT
cosfh

KDG
d G K̃ d,GG

k 5KGG
d . (12)

Again, the manipulations of the mass matrix are completely
analogous.

2.2 Engine Order Excitation Force. In this section, an ex-
ternal excitation force vector,Q, is constructed for all the blade
DOF of the assembly. The restriction to blade DOF is not an
absolute requirement, but it leads to a more compact formulation,
and it should be sufficient from a practical perspective. An engine
order excitation is assumed, which is harmonic in time and differs
only in phase from blade to blade. The phase at thenth blade,wn ,
is given by

wn5
2pC~n21!

N
, (13)

whereC is the engine order of the excitation. The external force
vector can then be expressed as

Q5 H QB

QG
J 5HANeC11^ fB

ANeC11^ fG
J , (14)

whereeC11 is the (C11)th column of the complex Fourier matrix
defined in Appendix B. The column vectorsfB and fG contain the
forces on, respectively, the interior and interface DOF of a funda-
mental blade.

2.3 Mistuning Implementation. In this work, the blade
mistuning is modeled by offsets in modal stiffnessesL—or,
equivalently, offsets in natural frequenciesv—of the blades while
fixed at the base~cantilevered!. The mistuned modal stiffness of
the kth cantilevered blade mode for thenth blade may be ex-
pressed as

L̄b,n
k 5~v̄b,n

k !25~11dn
k!Lb

k , (15)

where Lb
k is the modal stiffness of thekth tuned cantilevered

blade mode, anddn
k is the corresponding mistuning parameter for

thenth blade. Note that this implies that the mistuned modes of a
blade may be realized by a linear combination of the tuned modes
~i.e., it is assumed that they span the same space!. Also, note that
it is assumed throughout this paper that mode shapes are normal-
ized to yield unit modal masses.

Due to simple implementation and validation, most of the pub-
lished studies on mistuned bladed disks have considered varia-
tions in Young’s modulus as the only source of blade mistuning.
This implies a uniform rescaling of the blade stiffness matrix,
which translates into a uniform rescaling of the modal stiffnesses
as well. The mistuning parameterdn

k in Eq. ~15! is then replaced
by dn , which represents the offset of Young’s modulus from its
nominal value for thenth blade.

3 Fixed Interface Method „Craig–Bampton…
The Craig–Bampton~CB! method~Craig and Bampton@18#;

Craig @21,22#! employs two sets of modes to represent the motion
of each component:

• F, a truncated set of normal elastic modes of vibration with
the DOF at component interfaces held fixed~see Fig. 2~a!!

• C, a complete set of static elastic constraint modes induced
by successive unit deflections of each interface DOF while all
other interface DOF are held fixed~see Fig. 2~b!!.

The modes inF are linearly independent by definition, and the
manner in which the interface DOF are successively displaced
ensures linear independence among the constraint modes inC, as
well as linear independence between the two mode sets. Further-
more, if all modes are retained, the number of modes inF will
equal the total number of interior DOF in the component. By
construction, the number of modes inC always equals the number
of interface DOF. Hence, in the limit, linear independence and
completeness combine to yield the exact solution for the CB
method relative to the parent finite element model~i.e., it spans
the complete deformation space of the finite element model!.

The following subsections outline the assembly of the CB
model as applied to mistuned bladed disks with a cyclic disk
description.

3.1 Blade Component. For now, allN blades are assumed
to be identical~tuned!. Furthermore, from a component perspec-
tive, the blades are not directly coupled, since only unshrouded
blades are considered in this study. Hence, for computing the
component quantities, it is sufficient to look at a single blade and
then expand toN blades.

First, the normal modes for the cantilevered blade are obtained
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from the conventional eigenvalue problem:

@KBB
b 2v2MBB

b #fb50. (16)

The mode shapesfb of interest are collected into a matrixFb ,
and the corresponding eigenvalues form the elements in a diago-
nal matrixLb . Second, the constraint modes,Cb , are computed
from the static problem

FKBB
b KBG

b

KBG
bT

KGG
b G FCb

I G5F 0
RG

G , (17)

where RG contains the reaction forces due to the imposed unit
displacements,I . Solving the first block of equations in Eq.~17!
yields

Cb52KBB
b21

KBG
b . (18)

Note that the matrix inverse need not be computed, since the
columns ofCb are the solution vectorsx of KBB

b x52KBG
b .

The physical blade displacements can now be expressed in
terms of the two sets of component modes, which form the tradi-
tional Craig–Bampton modal matrix,Ucb

b , as

xb5H xB
b

xG
b J 5FFb Cb

0 I G H pb
b

pc
bJ 5Ucb

b pb. (19)

The transformation from physical blade coordinatesxb to CB
blade modal coordinatespb via Ucb

b yields the reduced CB mass
and stiffness matrices for the blade component:

mb5Ucb
bT

MbUcb
b 5F I mbc

mbc
T mcc,b

G
(20)

kb5Ucb
bT

KbUcb
b 5FLb 0

0 kcc,b
G ,

where

mbc5Fb
T@MBB

b Cb1MBG
b #

mcc,b5Cb
T@MBB

b Cb1MBG
b #1MBG

bT
Cb1MGG

b

kcc,b5KGG
b 1KBG

bT
Cb .

In the absence of direct blade-to-blade structural coupling,

Eq. ~20! is expanded for allN blades as

m̄b5F I I ^ mbc

I ^ mbc
T I ^ mcc,b

G
(21)

k̄b5F I ^ Lb 0

0 I^ kcc,b
G .

3.2 Cyclic Disk Component. The construction of the re-
quired quantities for the disk component is more computationally
intensive than for the blade component, although the steps are the
same. For the setup of the cyclic structural matrices involved, the
reader is referred to Sec. 2.1, Eqs.~7!–~12!.

To begin, the cyclic normal modes for the disk component are
obtained for each harmonich from the cyclic eigenvalue problem:

@K̃ d,SS
h 2v2M̃d,SS

h #f̃d
h50, h50, . . . ,P. (22)

Moreover, the cyclic constraint modes,C̃d
h, are computed for each

harmonich from the cyclic static problem

F K̃ d,SS
h K̃d,SG

h

K̃d,SG
hT

K̃ d,GG
h G F C̃d

h

I G5F 0
RG

h G . (23)

Again, solving the first block of equations in Eq.~23! for the
cyclic disk constraint modes yields

C̃d
h52K̃ d,SS

h21
K̃ d,SG

h . (24)

While keeping normal and constraint modes separated, the re-
tained cyclic normal modes and the cyclic constraint modes of the
disk are merged into a cyclic Craig–Bampton modal matrix,Ũcb

d ,
as

Ũcb
d 5F B̃diag

h50, . . . ,P
@F̃d

h# B̃diag
h50, . . . ,P

@C̃d
h#

0 I
G , (25)

whereB̃diag@•# denotes a pseudo-block-diagonal matrix~see Ap-
pendix B!, with the argument being thehth ‘‘block,’’ and the
range ofh is shown. In this context, thehth ‘‘block’’ pertains to
thehth harmonic. Similarly, the eigenvalues corresponding to the
retained cyclic normal modes form the elements in a pseudo-
block-diagonal generalized stiffness matrixL̃d , where each block
is diagonal in itself.

Using Eq. ~25!, the physical disk displacements can now be
expressed in terms of the two sets of cyclic component modes by
virtue of Eq.~4!:

x̄d5H x̄S
d

x̄G
d J 5Ucb

d H p̃d
d

p̃c
dJ 5Ucb

d p̃d, (26)

where

Ucb
d 5F F̂B̃diag

h50, . . . ,P
@F̃d

h# F̂B̃diag
h50, . . . ,P

@C̄d
h#

0 F̂
G . (27)

The transformation from physical disk coordinatesx̄d to CB
cyclic disk coordinatesp̃d via Ucb

d yields the reduced CB mass and
stiffness matrices for the disk component:

m̃d5F I m̃dc

m̃dc
T m̃cc,d

G k̃d5F L̃d 0

0 k̃cc,d
G , (28)

where

Fig. 2 Craig–Bampton component modes: „a… fixed-interface
normal modes of vibration; „b… static constraint modes due to
successive unit deflections of interface DOF
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m̃dc5 B̃diag
h50, . . . ,P

@F̃d
hT

@M̃d,SS
h C̃d

h1M̃d,SG
h ##

m̃cc,d5 B̃diag
h50, . . . ,P

@C̃d
hT

@M̃d,SS
h C̃d

h1M̃d,SG
h #1M̃d,SG

hT
C̃d

h1M̃d,GG
h #

k̃cc,d5 B̃diag
h50, . . . ,P

@K̃ d,GG
h 1K̃ d,SG

hT
C̃d

h#.

Note that there is no coupling between the harmonics due to the
orthogonality of the cyclic modes.

3.3 CMS Model Assembly. In the Craig–Bampton method,
the CMS model assembly is achieved by satisfying displacement
compatibility over the component interfaces, i.e.,x̄G

b5 x̄G
d . The

physical interface displacements for the blades and the disk are
found in Eqs.~19! and~26!, respectively, and result in the follow-
ing necessary condition:

x̄G
b5H xG,1

b

xG,2
b

]

xG,N
b
J 5H pc,1

b

pc,2
b

]

pc,N
b
J 5p̄c

b5F̂ p̃c
d5 x̄G

d. (29)

Hence, keepingp̃c
d as active DOF, the substructure coupling is

represented by the constraint transformation

H p̃d
d

p̃c
d

p̄b
b

p̄c
b
J 5F I 0 0

0 I 0

0 0 I

0 F̂ 0
G H p̃d

p̃c

p̄b

J 5Tcbpcb. (30)

After this final transformation, the synthesized system mass and
stiffness matrices for the CB method take on the following forms:

Mcb5Tcb
T F m̃d 0

0 m̄bGTcb5F I m̃dc 0

m̃dc
T m̃cc,d1I ^ mcc,b F̂T~ I ^ mbc

T !

0 ~ I ^ mbc!F̂ I
G

(31)

Kcb5F L̃d 0 0

0 k̃cc,d1I ^ kcc,b 0

0 0 I^ Lb

G , (32)

where it is recognized that similarity transformations of expanded
matrices followF̂T(I ^ A)F̂5I ^ A.

Note that the derived model is still for the tuned assembly.
However, since the CB modal coordinates pertaining to the nor-
mal blade modes are for a cantilevered blade, the introduction of
modal stiffness mistuning is exquisitely simple. The cantilevered
blade modal stiffnesses on the diagonal ofI ^ Lb ~extreme lower-
right partition in Eq.~32!! may be perturbed directly and individu-
ally to give the followingKbb

cb partition:

Kbb
cb5 Bdiag

n51, . . . ,NF diag
k51, . . . ,mb

@11dn
k#LbG , (33)

where mb is the number of retained cantilevered blade modes.
Introducing mistuning in this way implies that any mistuning ef-
fects on the constraint modes are neglected. This is not a severe
approximation, but as shown in the second part of this study, it
does affect the performance of the method. However, except in
the simplistic case of varying Young’s modulus, quantifying mis-
tuning for the constraint modes is a rather ambiguous task.

Finally, the CB modal force is constructed. Projecting the com-
ponent modal matrices of Eqs.~19! and ~27! onto the physical
blade force vector described in Eq.~14!, while enforcing the

constraints of Eq.~30!, the modal force is obtained as

Fcb5H 0
Fc

cb

Fb
cb
J , (34)

where

Fc
cb55

0
]

0
ANfC,c

T eC11^ $Cb
TfB1fG%

ANfC,s
T eC11^ $Cb

TfB1fG%
0
]

0

6
Fb

cb5ANeC11^ Fb
TfB .

Note how orthogonality between columns ofE andF of different
interblade phase angles simplifies the modal force partition per-
taining to the constraint modes.

Using Eqs.~30!–~34!, the complete CB model of a mistuned
bladed disk~in the absence of aerodynamic coupling! can now be
set up as

Mcbp̈cb1Ccbṗcb1~11G j !Kcbpcb5Fcb, (35)

where j denotes the imaginary unit,A21. To facilitate more re-
alistic modeling of the structure’s dynamic response, Eq.~35! in-
cludes structural damping with coefficientG, as well as viscous
modal damping of the cantilevered blade modes, which is imple-
mented as

Ccb5F 0 0 0

0 0 0

0 0 I ^ diag
k51, . . . ,mb

@2zk#ALb
G , (36)

wherezk is the viscous damping coefficient associated with the
kth cantilevered blade mode.

4 Disk-induced Blade Constraint Modes„REDUCE…

The method presented in this section is referred to by the name
of the associated computer code,REDUCE. It was thoroughly out-
lined for free vibrations by Castanier et al.@14#. It was extended
to the forced response by Kruse and Pierre@12# and subsequently
revised and further extended to cover shrouded assemblies by
Bladh et al.@15#. In terms of generality and versatility,REDUCE

represents the current state of the art for modeling the structural
dynamics of mistuned bladed disk assemblies. Moreover,REDUCE

is actively used by several gas turbine engine companies. How-
ever, as will be shown in this study, alternative methods may be
formulated that yield superior performance.

The REDUCE method employs two sets of modes:

• A truncated set of cantilevered blade modes—blade compo-
nent modes with the disk–blade interface DOF held fixed~see
Fig. 3~a!!. The mode shapes and associated eigenvalues are col-
lected into a modal matrixub and a diagonal generalized stiffness
matrix K̂ b , respectively. The corresponding generalized coordi-
nates are denotedb. Note thatK̂ b is equivalent toI ^ Lb of the CB
method.

• A truncated set of cyclic modes for the fundamental disk–
blade sector with a massless blade~see Fig. 3~b!!. The blade por-
tions of the cyclic mode shapes are collected into modal matrices
ũh

d for each harmonich. These shapes may be described as disk-
induced blade constraint modes. The modal matricesũh

d and the
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associated eigenvalues are assembled intoŨd and a diagonal gen-

eralized stiffness matrixK̂ d , respectively. The corresponding gen-
eralized coordinates are denoteda.

By definition, each set of modes,ub and Ũd, is linearly indepen-
dent. Moreover, sinceub does not contain any disk motion, it is
clear that the two mode sets are linearly independent with respect
to each other as well. Furthermore, in the limit, the number of
modes inub will equal the total number of interior~B! DOF in the
blade, and the number of modes inŨd will equal the number of
independent disk interior (D1a) plus interface~G! DOF. Hence,
just as for the CB method, linear independence and DOF com-
pleteness in the limit combine to yield the exact solution for the
REDUCE method relative to the parent finite element model. Fi-
nally, note that this is not a true CMS method, since the assembled
disk–blade sector is needed to obtain the disk-induced blade con-
straint modes.

The resulting equations of motion are restated here for conve-
nience:

Mz̈1Cż1~11G j !Kz5Q, (37)

where

z5 H a
bJ C5F 0 0

0 ~ I ^ diag
k51, . . . ,mb

@2zk# !AK̂ bG
M5F I1 B̃diag

h50, . . . ,P
@ ũh

dT
Mbũh

d# ŨdT
~ I ^ Mbub!

~ I ^ ubT
Mb!Ũd I

G
K5F K̂ d ŨdT

~ I ^ Kbub!

~ I ^ ubT
Kb!Ũd Bdiag

k51, . . . ,N
@ diag

k51, . . . ,mb

@11dn
k##K̂ bG

Q5$Qd
T
] Qb

T%T5$0 ¯ 0 Qd
CT

0 ¯ 0 ] Qb
T%T

Qd
C5

¦

AN$fC,c
T eC11^ ũC,1

d,cT
fb

2fC,s
T eC11^ ũC,1

d,sT
fb‰

AN$fC,s
T eC11^ ũC,1

d,cT
fb

1fC,c
T eC11^ ũC,1

d,sT
fb‰

]

AN$fC,c
T eC11^ ũC,md

d,cT
fb

2fC,s
T eC11^ ũC,md

d,sT
fb‰

AN$fC,s
T eC11^ ũC,md

d,cT
fb

1fC,c
T eC11^ ũC,md

d,sT
fb‰

§

Qb5ANeC11^ ubT
fb ,

and fb is the force vector on the fundamental blade~i.e., a com-
posite offB andfG from Sec. 2.2!. In this formulation, quantities in
physical coordinates~structural matrices, mode shapes! pertain to
the blade part only.

Since the disk motion is described by the disk portion from the
second mode set alone~Fig. 3~b!!, no separate set of constraint
modes for the disk is employed. This causes the disk to be too stiff
at the interface, which degrades the performance~modal conver-
gence! of the method. However, it has been found that artificial
softening of the cantilevered blade modes yields significant accu-
racy improvements for both free and forced responses. This is
achieved by adjusting the eigenvalues of the cantilevered blade
modes in an iterative fashion, based on the finite element eigen-
values for blade-dominated assembly modes. Though it is heuris-
tic, this technique has proved very efficient~Bladh et al.@15#!.

5 Non-CMS Mistuning Projection Method
This method is based on the assumption that the mistuned

modes of a bladed disk assembly may be realized by a linear
combination of its tuned modes. This assumption is justified by
two observations:~a! the local motion of a blade in a mistuned
assembly is, to a large extent, merely an amplification of its tuned
motion; and~b! any admissible disk shape, no matter how spa-
tially localized, may be realized by a linear combination of its
harmonic shapes in cyclic coordinates if all harmonics 0 through
P are included in the model.

By separating disk and blade parts by partitioning as shown in
Eq. ~1!, the stiffness matrix of the mistuned bladed disk may be
represented as

K̄5F I ^ Kd 0

0 I ^ Kb1 Bdiag
n51, . . . ,N

@DKn
b#G , (38)

whereDKn
b is a matrix containing the stiffness deviations from the

nominal stiffness matrix for thenth blade. Recall that only blade
stiffness mistuning is considered here; thus, all other partitions
remain unaffected.

First, a set of nominal, cyclic eigenvalues and eigenvectors are
computed for each harmonich from

@K̃h2v2M̃h#ũh50, h50, . . . ,P, (39)

where

K̃h5F K̃ d,SS
h K̃d,SG

h 0

K̃d,SG
hT

K̃ d,GG
h 1K̃ b,GG

h K̃b,BG
hT

0 K̃b,BG
h K̃b,BB

h

G .

The cyclic disk quantities are defined in Sec. 2.1. Referring to
Eq. ~3!, the cyclic blade quantities have the common form

K̃ b,xy
h 55 Kxy

b h50, h5
N

2
~ if it exists!

FKxy
b 0

0 Kxy
b G hÞ0, hÞ

N

2
,

(40)

where ‘‘xy’’ representsBB, BG, or GG. The structure ofM̃h is

identical to that ofK̃h.
A fundamental step in this method is to use a small subset of

the obtained cyclic modes in order to form a reduced order model
by classical modal analysis. The disk–blade interface plus interior
blade portions of the selected mode shapes are collected into a
cyclic modal matrixŨs , while the associated eigenvalues are col-
lected into a cyclic generalized stiffness matrixL̃s . In the typical
case, the analyst concentrates on a particular family of blade

Fig. 3 REDUCE component modes: „a… fixed-interface „cantile-
vered … normal blade modes; „b… cyclic modes for the funda-
mental disk–blade sector with a massless blade
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modes and/or eigenfrequency veerings that are deemed critical
due to engine operating conditions. As shown by Yang and Griffin
@17#, mistuned bladed disks are particularly well adapted to sys-
tem mode selections in relatively narrow frequency bands. Hence,
the mode selection is typically based on a frequency range encom-
passing the blade mode family~or families! of interest. Thus, in
most cases, the number of modes needed,ms, is on the order of
the number of blades,O(N). This is also the size of the resulting
reduced order model.

In the tuned case, classical modal analysis simply results in a
small, fully decoupled system, where the modal mass matrix is an
identity matrix, and the modal stiffness matrix is a diagonal ma-
trix with the selected eigenvalues as elements. The mistuned case,
however, requires some additional work. By representing the mis-
tuned blades by stiffness matrix deviations as indicated in
Eq. ~38!, the mistuning is entered into the reduced order model by
projecting the stiffness deviations onto the selected tuned modes
of the assembly. Note, however, that the stiffness deviations are in
physical coordinates while the nominal modes are cyclic. Hence,
the mistuning projection takes the form:

DK̃ b5Ũs
TF̂T Bdiag

n51, . . . ,N
@DKn

b#F̂Ũs. (41)

The reduced order model may then be formulated as

q̈1C̃mpq̇1~11G j ! @L̃s1DK̃ b#q5F̃mp, (42)

where

C̃mp5 diag
k51, . . . ,ms

@2zk#AL̃s

F̃mp55
0
]

0

ANfC,c
T eC11^ ũs,b

CT
fb

ANfC,s
T eC11^ ũs,b

CT
fb

0
]

0

6 ,

fb is the fundamental blade force vector~same as in Sec. 4!, and
ũs,b

C contains the blade portions of the selected mode shapes of the
Cth harmonic. Note that the stiffness deviation projection matrix,
DK̃ b, does not possess any particular matrix structure other than
symmetry. Thus, in general, the reduced order model stiffness
matrix becomes fully populated when mistuning is introduced.
Also, note that the viscous modal damping introduced here refers
to the nominal assembly modes, not the cantilevered blade modes
as in previous methods. As seen in Eq.~42!, once the blade stiff-
ness deviations have been established, this method is conceptually
very straightforward. However, the process for obtaining the blade
stiffness deviations requires some further consideration.

In the simplistic case of offsets in blade Young’s modulus, this
method allows for simple input of mistuning in the following
manner:

DKn
b5dnKb, n51, . . . ,N. (43)

However, for input of mistuning individually for each mode of
each cantilevered blade, as in the previous methods, the task be-
comes more cumbersome. In this case, an approach analogous to
the mistuning of shrouded assemblies in theREDUCE method has
to be adopted. This approach is outlined in Bladh et al.@15#, but
here it is reviewed briefly and adapted to current notation. To

begin, a diagonal matrix containing the mistuned modal stiff-
nesses~measured or generated! of thenth blade may be written as

diag
k51, . . . ,mb

@11dn
k#Lb5ubT

@Kb1DKn
b#ub, (44)

where ub contains the nominal mode shapes for a cantilevered
blade, andLb is a diagonal matrix containing the corresponding
modal stiffnesses for a tuned cantilevered blade. Note that there is
already an approximation made at this point, namely that the
mode shapes of a mistuned blade are the same as those of a tuned

blade. Rearranging Eq.~44! and identifyingLb5ubT
Kbub, yields

the following expression for the stiffness deviation:

DKn
b5ubT21

diag
k51, . . . ,mb

@dn
k#Lbu

b21
. (45)

Now, making use of the eigenvector normalization assumption, it
is realized that

I5ubT
Mbub ⇒ ubT21

'Mbub

Lb5ubT
Kbub ⇒ Lbu

b21
'ubT

Kb. (46)

It is assumed here thatub21
exists, i.e., that it is complete~square!.

This is seldom the case in practice, as it would be impractically
large, and thus, as indicated, Eq.~46! is an approximation. The
nonexistent inverse does not pose a problem, however, since it
need not be computed. Moreover, the implied approximation is of
the same order as the modal analysis itself, and it does not cause
a noticeable decrease in accuracy.

By substituting Eq.~46! into Eq. ~45!, the stiffness deviation
matrix may be expressed in its final form as

DKn
b5Mbub diag

k51, . . . ,mb

@dn
k#ubT

Kb. (47)

In this manner, stiffness deviations of individual blades can be
incorporated into the reduced order model by projection onto the
selected cyclic modes of the assembly.

6 Secondary Modal Analysis Reduction Technique
„SMART …

The CB implementation presented in Sec. 3 yields robust and
highly reliable reduced order models. However, the retained
physical interface DOF may lead to impractically large CMS
models when using highly detailed parent finite element models.
There is thus a need for further model order reduction. One option
is to improve the CB representation by partial secondary modal
analysis. In particular, consider a partial secondary modal analysis
on: ~a! the partitions of the matrices that pertain to the constraint
modes; or~b! the partitions of the matrices that pertain to the disk
normal modesplus the constraint modes. A truncated set of modes
is then selected to form the new reduced order model.~It should
be noted that the approach~a! was originally developed by Tan
et al.@23# for power flow analysis.! Both approaches yield signifi-
cant further model order reduction, while retaining the high accu-
racy level of the original CB model. They may also eliminate
matrix ill-conditioning due to the mix of modal- and physical-
coordinate matrix partitions present in the classical CB setup. Fur-
thermore, these extensions to the CB technique are by no means
restricted to mistuned bladed disks only, but may be applied to
any CB synthesized system for additional model reduction. How-
ever, preliminary results indicate that the improvements gained by
the partial secondary modal analyses may not be sufficient to jus-
tify the additional modeling efforts in this particular application.
Hence, these two methods will not be considered in any further
detail in this paper.

As a far more appealing alternative, a technique is introduced
that whittles the size of the reduced order model to an absolute
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minimum, without incurring severe truncation errors or sacrificing
versatility. This is achieved by performing a full-scale secondary
modal analysis on an intermediate model that has already been
reduced through modal analysis in some fashion~e.g., by the CB
method!. The secondary modal analysis is based on those modes
of the intermediate model that fall within a frequency range en-
compassing the blade mode family~or families! of interest during
subsequent mistuned free and/or forced response analyses. In this
respect, the approach is very similar to the mistuning projection
method of the previous section. However, a distinct advantage of
the SMART model is the fact that the required projection of mis-
tuning data is carried out in the low-order modal domain, while
the mistuning projection method must deal with the projections in
the physical domain. This SMART idea may be applied to any
intermediate model that is constructed from a CMS~or other!
method. In this work, the intermediate models are constructed
with the CB method, due to its robustness and excellent accuracy.
Furthermore, the CB method is a natural choice in view of the
mistuning implementation employed in this study, since it gives
direct access to the blade modal stiffnesses.

As in the mistuning projection method, the first step is to obtain
the tuned modes from which to form the new selected basis. This
is done for each harmonich using the tuned CB model entirely in
cyclic coordinates, which results in the following set of eigen-
value problems:

@K̃ cb
h 2v2M̃cb

h #ũcb
h 50, h50, . . . ,P, (48)

where

K̃ cb
h 5F L̃d

h 0 0

0 K̃cc,d
cb,h1K̃ cc,b

cb,h 0

0 0 L̃b
h

G
M̃cb

h 5F I M̃ dc
cb,h 0

M̃dc
cb,hT

M̃ cc,d
cb,h1M̃cc,b

cb,h M̃bc
cb,hT

0 M̃bc
cb,h I

G .

The disk partitions as well as the blade cc partitions are defined in
Sec. 3. For the remaining cyclic blade partitions in the CB model,
the definitions in Sec. 3.1 give

M̃bc
cb,h55 mbc h50, h5

N

2
~ if it exists!

Fmbc 0

0 mbc
G hÞ0, hÞ

N

2

, (49)

L̃b
h55 Lb h50, h5

N

2
~ if it exists!

FLb 0

0 Lb
G hÞ0, hÞ

N

2

. (50)

Similar to the mistuning projection method, the next step is to
select a small subset of the obtained CB cyclic modes. This subset
is then used to form a further reduced order model by classical
modal analysis, which is the secondary modal analysis indicated
by the name of the method. The constraint-mode portions of the
selected mode shapes,ũcb

h,c, are collected into a cyclic modal ma-
trix Ũcb

s,c , while the normal-blade-mode portions,ũcb
h,b , are col-

lected intoŨcb
s,b . The associated eigenvalues are collected into a

cyclic generalized stiffness matrixL̃cb
s . Both the mode selection

process and the resulting reduced tuned system follow the discus-
sion in Sec. 5 for the mistuning projection method. The differ-
ence, however, is that the selected eigenvalues are exact~with

respect to the parent finite element model! in the mistuning pro-
jection method, while they are only as accurate as the intermediate
model in the SMART case.

As shown in Eq.~33!, mistuning is represented in the CB model
by perturbing the diagonal elements of the normal-blade-mode
~bb! partition, which represent the individual modal stiffnesses for
each cantilevered blade mode of each blade in the assembly.
Hence, using the selected tuned, cyclic modes as the basis for the
secondary modal expansion, mistuning enters into the SMART
model by projecting these modal stiffness perturbations onto the
selected tuned modes of the assembly. Note that the perturbations
are in normal coordinates while the nominal modes are cyclic.
Hence, the mistuning projection takes the form:

DK̃ cb
s 5Ũcb

s,bT
F̂T B diag

n51, . . . ,NF diag
k51, . . . ,mb

@dn
k#LbGF̂Ũcb

s,b . (51)

Note that only the mode shape portions pertaining to the blade
normal modes are involved in the projection, which normally are
of modest size. Equation~51! represents the key to this method’s
versatility and suitability for statistical studies: versatility by en-
abling input of a practical measure of mistuning obtained for can-
tilevered blades; and suitability for statistical studies due to its
computational efficiency, since this mistuning projection is made
in the low-order modal domain. In Sec. 7, it is shown how the
latter makes the task of obtaining comprehensive forced response
statistics nearly effortless compared to other methods of compa-
rable accuracy.

With the mistuning projection in place, the SMART CB model
may be formulated as

q̈1C̃cb
s q̇1~11G j !@L̃cb

s 1DK̃ cb
s #q5F̃cb

s , (52)

where

C̃cb
s 5Ũcb

s,bTF I ^ diag
k51, . . . ,mb

@2zk#ALbGŨcb
s,b

F̃cb
s 55

0
]

0

ũcb
C,cT

F̃cb
C,c1ũcb

C,bT
F̃cb

C,b

0
]

0

6
F̃cb

C,c5HANfC,c
T eC11^ $Cb

TfB1fG%
ANfC,s

T eC11^ $Cb
TfB1fG%J

F̃cb
C,b5HANfC,c

T eC11^ Fb
TfB

ANfC,s
T eC11^ Fb

TfB
J .

Note that this generally leads to a fully populated, symmetric
stiffness matrix, similar to that of the mistuning projection
method.

7 Comparison of Methods
In this section, the number of floating point operations~flops!

required to set up and use a reduced order model is estimated for
the previously introduced techniques—Craig–Bampton,REDUCE,
mistuning projection, and SMART Craig–Bampton. From the
outset it is realized that includingREDUCE in this comparison is
not quite fair, asREDUCE does not possess nearly the same accu-
racy as the other methods. However, sinceREDUCE has gained
popularity with several industrial users, it is included as a bench-
mark for comparison.

The standard algorithms for matrix inversion~for solving
Ax5b! and multiplication of square matrices areO(n3) pro-
cesses, wheren is the order of the matrix~Strang@24#!. Moreover,
for this comparison it is essential to have an estimate of the com-
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putational effort involved in solving an eigenvalue problem, since
it is a central component in all methods. However, this is not
possible to obtain explicitly, because it is an iterative process for
n.2. Since some estimate of the eigensolver cost is necessary, a
brief numerical investigation was conducted usingMATLAB ™,
which has a built-in flops counter. Two matrices,A andB, were
constructed with increasing sizen as follows ~upper triangle
only!:

Ai j 5H i 4

j 2 i 5 j

2
i 2

j
iÞ j

Bi j 5H ~ i 1 j !2

i 2 i 5 j

2
~ i 1 j !

i
iÞ j

j 51, . . . ,n i51, . . . ,j . (53)

The generated matrices, which are fully populated, real-valued,
symmetric, positive definite, and diagonally dominant, were used
to get estimates of the required number of flops for the three basic
matrix operations required here: generalized real, symmetric
eigensolutions,Au5LBu; multiplication of two square matrices,
A"B; and matrix inversion,A21. The results are shown in Fig. 4.

The results in Fig. 4 confirm then3 proportionality of matrix
inversion and multiplication. The eigensolution closely follows
then3 curve, too. Hence, it is assumed thatn3 proportionality may
be used for all three matrix operations to get fair comparisons.
Note that the iterative nature of the eigenvalue problem shows up
in Fig. 4 as a few slight ‘‘bumps.’’

To compare the methods pseudo-quantitatively, estimates of the
required flops during statistical studies were obtained. The term
‘‘pseudo’’ is used because the flops count only considers the three
basic types of operations mentioned above, not the various admin-

istrative tasks, variable initialization, passing of variables, etc.
Furthermore, the flops count does not take efficient coding into
consideration, such as using sparse matrix routines. Hence, the
results presented here should not be taken as the true ‘‘costs’’
required by actual analyses. However, they should provide a fair
basis for a rough comparison of the methods.

Fig. 4 Required number of floating point operations „flops … as
a function of matrix size for generalized eigensolution, matrix
multiplication, and matrix inversion. Note the slight ‘‘bumps’’
due to the iterative nature of the eigensolution.

Fig. 5 Comparison of estimated cumulative numbers of float-
ing point operations during statistical analyses, including the
model setup cost

Fig. 6 Comparison of estimated cumulative numbers of float-
ing point operations during statistical analyses, disregarding
the model setup cost

Table 1 Assumed model dimensions for flops count

Table 2 Essential steps during model construction and use in
a forced response statistical study „MÄModal domain,
MPÄMistuning Projection method, RED ÄREDUCE…
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The ‘‘initial conditions’’ for each method are the required finite
element structural matrices for the components. Table 1 outlines
the model dimensions used in this comparison. Table 2 outlines
the essential steps considered for each method. The upper portion
of Table 2 represents the model setup. The lower portion contains
the required steps for the mistuned forced response, which must
be repeated for each new mistuning pattern. The results are shown
in Figs. 5 ~model setup cost included! and 6 ~model setup cost
excluded!.

As Fig. 5 indicates, the mistuning projection method and
REDUCE carry a similar setup cost, due largely to the set of cyclic
eigenvalue problems involving the fundamental sector they have
in common. Recall, the blades are massless in the
REDUCE method, but the problem size is unaffected by this fact.
Note how insignificant is the effort required to go from a CB
model to a SMART model. Of course, the set of cyclic eigenvalue
problems using the CB model does result in an increased setup
cost for the SMART model, but that cost is trivial on this scale.

A mistuned forced response statistics simulation was carried
out for Figs. 5 and 6 by calculating the mistuned response at 1000
sampled excitation frequencies for 100 mistuning patterns. From
Fig. 5, it is clear that the CB model suffers from carrying all the
interface DOF in the reduced order model. It is equally clear that
the mistuning projection in the physical domain severely degrades
the performance of the mistuning projection method. Note that
even in the simplistic case of mistuning via Young’s modulus
offsets there is a significant number of operations required to
project the mistuning. In contrast, studying a sequence of mistun-
ing patterns is relatively effortless with the SMART model.

Figure 6 shows the flops after the setup costs, to highlight the
‘‘long-term’’ performance of each method.REDUCE demonstrates
good speed, and requires approximately one and four orders of
magnitude fewer flops per mistuning pattern than mistuning pro-
jection and CB, respectively. However, it must again be empha-
sized thatREDUCE lacks the high accuracy of those two methods.
As shown, SMART cuts the flops even further: it is close to four
orders of magnitude less computationally intensive per mistuning
pattern than mistuning projection. Thus, it is deduced that
SMART is clearly the most appealing method for performing vi-
bration analyses of mistuned bladed disks.

8 Conclusions
Component mode synthesis~CMS! is an efficient technique for

dynamic analyses of complex structures. However, the applica-
tions of CMS to mistuned bladed disk assemblies are remarkably
scarce. In this first part of the two-part paper, it was shown how
the Craig–Bampton~CB! method of CMS can be applied to mis-
tuned bladed disks in a systematic manner. In addition, two new
approaches for efficient and realistic modeling of mistuned bladed
disks were presented:

• Mistuning projection method:
Classical modal analysis of the tuned finite element model, fol-

lowed by a projection of individual blade mistuning onto the re-
tained system modes.

• Secondary modal analysis reduction technique~SMART!:
Formulation of a cyclic Craig–Bampton model, followed by

classical modal analysis of the full CB model. The mistuning is
input in the CB modal space and then projected to the SMART
model via the blade portions of the retained secondary modes.

Both methods employ the assumption of a common deformation
space for tuned and mistuned mode families. This results in mini-
mized reduced order models, while requiring projection of blade
mistuning data onto a selection of tuned modes.

The developed methods were compared by means of a theoret-
ical count of floating point operations required for model setup
and use in statistical forced response predictions. It was demon-
strated that the most straightforward technique—the mistuning

projection method—suffers a high computational cost due to car-
rying out the mistuning projections in the physical domain. In
contrast, the SMART mistuning projections are performed in the
low-order modal domain. Furthermore, it was shown that SMART
analyses are exceptionally fast. Therefore, it is clear that the
SMART approach is well-suited for performing comprehensive
studies of mistuned forced response statistics.
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Appendix A: The Kronecker Product
The Kronecker product of two matrices is defined as

A^ B5F a11B a12B ¯ a1NB

a21B a22B ¯ a2NB

] ] � ]

aN1B aN2B ¯ aNNB

G . (A1)

Selected useful properties of the Kronecker product:

~A^ B!~C^ D!5~AC! ^ ~BD! (A2)

~A^ B!215A21
^ B21 (A3)

~A^ B!T5AT
^ BT. (A4)

Appendix B: Circulant Matrices
The mass and stiffness matrices of any linear cyclic system may

be cast in circulant or block-circulant form. Hence, the application
of cyclic symmetry in this paper makes frequent use of the prop-
erties of circulant matrices and their eigenvectors. The properties
of circulant matrices are thoroughly examined in Davis@25#. The
general form of a square circulant matrix is

C5circ~c1 ,c2 , . . . ,cN!5F c1 c2 ¯ cN

cN c1 ¯ cN21

] ] � ]

c2 c3 ¯ c1

G . (B1)

All circulant matrices of orderN possessN independent eigenvec-
tors. In particular, they share the same set of eigenvectors that
make up the complex Fourier matrix,E:

E5@eki#; eki5
1

AN
ej a~ i 21!~k21!, k,i 51, . . . ,N, (B2)

where j 5A21 and a52p/N. In addition, there exists an
‘‘almost-equivalent’’ real-valued form of Eq.~B2!:

98 Õ Vol. 123, JANUARY 2001 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



F5@ f0 f1,c f1,s ¯ fn,c fn,s ¯ fN/2#53
1

AN
A2

N
0 ¯

1

AN

1

AN
A2

N
cosa A2

N
sina ¯ 2

1

AN

1

AN
A2

N
cos 2a A2

N
sin 2a ¯

1

AN

] ] ] ]

1

AN
A2

N
cos~N21!a A2

N
sin~N21!a ¯

~21!N21

AN

4 , (B3)

where the last column only exists ifN is even.
Note that bothE and F are orthonormal, or unitary, such that

E* E5FTF5I , where I is an identity matrix of sizeN, and *
denotes the Hermitian adjoint~complex conjugate transpose!. In
addition, this implies thatE215E* and F215FT, such that the
typical transformation productsE* CE and FTCF are similarity
transformations~Strang@24#!.

The reason behind callingF ‘‘almost-equivalent’’ toE is that
the columns ofF are not true eigenvectors ofC, and hence, the
similarity transformationFTCF will not yield a diagonalized ma-
trix. However, it will result in a matrix where all nonzero ele-
ments will be grouped into 232 blocks~‘‘double’’ harmonics! on
the diagonal, except for the~1, 1! and, for N even, the~N, N!
elements~‘‘single’’ harmonics!. This matrix type is referred to as
pseudo-block-diagonal.

These properties are readily extended to the case of block-
circulant matrices by expandingE and F as E^ I and F^ I , re-
spectively. The scalarci then represents a matrix blockCi , where
Ci and I are of the same size.
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Component-Mode-Based Reduced
Order Modeling Techniques for
Mistuned Bladed Disks—Part II:
Application
In this paper, the component-mode-based methods formulated in the companion paper
(Part I: Theoretical Models) are applied to the dynamic analysis of two example finite
element models of bladed disks. Free and forced responses for both tuned and mistuned
rotors are considered. Comprehensive comparisons are made among the techniques using
full system finite element solutions as a benchmark. The accurate capture of eigenfre-
quency veering regions is of critical importance for obtaining high-fidelity predictions of
the rotor’s sensitivity to mistuning. Therefore, particular attention is devoted to this
subject. It is shown that the Craig–Bampton component mode synthesis (CMS) technique
is robust and yields highly reliable results. However, this is achieved at considerable
computational cost due to the retained component interface degrees of freedom. It is
demonstrated that this problem is alleviated by a secondary modal analysis reduction
technique (SMART). In addition, a non-CMS mistuning projection method is considered.
Although this method is elegant and accurate, it is seen that it lacks the versatility and
efficiency of the CMS-based SMART. Overall, this work shows that significant improve-
ments on the accuracy and efficiency of current reduced order modeling methods are
possible. @DOI: 10.1115/1.1338948#

1 Introduction
The blades of a bladed disk are intended to be identical, but in

fact there are always small, random differences among the blades,
called mistuning. Mistuning can result in blade forced response
amplitudes and stresses that are much larger than those predicted
for a perfectly tuned rotor.~See Srinivasan@1# for a comprehen-
sive survey of the literature.! Thus, mistuning has a critical impact
on blade fatigue life in turbine engines, and it is of great impor-
tance to be able to predict the mistuned forced response in an
accurate and efficient manner. Several recent studies have pre-
sented reduced order modeling techniques that are capable of gen-
erating low order models of bladed disks from parent finite ele-
ment models~Irretier @2#; Zheng and Wang@3#; Kruse and Pierre
@4,5#; Castanier et al.@6#; Yang and Griffin@7,8#; Bladh et al.@9#!.

In the companion paper@10#, some new reduced order model-
ing techniques were introduced that are well-suited for the effi-
cient and accurate vibration analysis of mistuned bladed disks.
These techniques are summarized as follows:

• Craig–Bampton „CB… Method: The CB method~Craig and
Bampton@11#! of component mode synthesis~CMS!, formulated
specifically for bladed disks, is employed. A cyclic symmetry de-
scription is used for the disk component. Each blade is treated as
a separate component.

• Mistuning Projection Method: A classical modal analysis is
performed on the full finite element model, and then the indi-
vidual blade mistuning is projected onto the cyclic system modes.

• Secondary Modal Analysis Reduction Technique
„SMART …: A primary reduced order model is generated using
CMS ~e.g., the CB method!, and then a secondary modal analysis

is performed on the full CMS matrices. Only the system modes of
interest are retained. Blade mistuning is introduced in the CMS
matrices~blade component degrees of freedom~DOF!! and then
projected from the primary modal coordinates to the secondary
modal coordinates.

In addition, the method of Castanier et al.@6# was revisited, which
is here denotedREDUCE. Since the code is being actively used in
industry,REDUCE represents the current state of the art.

In this paper, the above-mentioned techniques are applied to
simple, yet representative finite element models of bladed disks.
First, tuned free vibrations are considered, and the methods are
compared by studying their modal convergence trends. The eigen-
frequency veerings that occur when plotting natural frequencies
versus number of nodal diameters have been shown to play a
crucial role in determining a bladed disk’s sensitivity to mistuning
@4,12#. Therefore, the modal convergence study focuses on how
well the derived methods capture the eigenfrequencies in a par-
ticular veering region.

Next, it is demonstrated how well the methods represent mis-
tuned, localized modes of vibration. A modal convergence study
is presented with respect to the capture of both mistuned natural
frequencies and mistuned mode shapes using the well-known
modal assurance criterion, or MAC@13#. This study is relevant,
since the introduction of mistuning data differs among the meth-
ods and results in an approximation for some of them. Hence, a
good tuned representation does not necessarily translate to a good
mistuned representation.

Predictions of forced response amplitudes are then considered,
for both tuned and mistuned configurations. This is the primary
application of these methods. The efficiency and accuracy of the
methods are examined via forced response frequency sweeps. The
SMART approach is also applied to a large-size model, using a
CB model as the intermediate CMS basis. The excellent accuracy
and tremendous computational savings that result from using this
approach are demonstrated.

This paper is organized as follows. The finite element models
used in this study are presented in Sec. 2. The validation of the

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany,
May 8–11, 2000; Paper 00-GT-361. Manuscript received by IGTI January 14, 2000;
final revision received by ASME Headquarters April 2, 2000. Associate Editor: M.
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developed methods begins with free vibration results in Sec. 3,
where particular emphasis is placed on the capture of tuned natu-
ral frequency veerings and the mistuned mode shapes. Forced
response results are examined in Sec. 4. In Sec. 5, the SMART
approach is validated for a large-size model to further demonstrate
the potential of this method. Finally, concluding remarks are
given in Sec. 6.

2 Description of Example Finite Element Models
Two different finite element models of mistuned bladed disks

are used for the validation of the developed methods:

• A simple, ‘‘small’’ model ~see Fig. 1! that allows for exten-
sive studies of modal convergence.

• A more realistic, ‘‘large’’ model~see Fig. 2! that is used to
demonstrate the potential of the SMART approach.

The finite elements are all eight-noded brick~linear solid! ele-
ments. It should be noted that both meshes are relatively coarse
compared to that of a typical industrial finite element model, and
they may not represent precisely the behavior of actual bladed
disks with the depicted geometries. However, this is not a concern
for this study, since all of the methods are applied to the same
parent finite element models.

The material properties for both models are those of steel~see
Table 1!. However, the models differ in the structural damping
coefficient,G, used during the forced response. Note that viscous
damping is not considered in this study.

For the mistuned results, a single mistuning pattern is used for
each model. The mistuning patterns were sampled from a uniform
distribution of mean zero, and one mistuning value,dn , is as-
signed to each blade. The mistuning is introduced to the full finite
element model by varying Young’s modulus in the blade
elements:

En5~11dn!Eo , n51, . . . ,N, (1)

wheren is the blade number andN is the total number of blades.
Note that the methods developed in this study are not restricted to
mistuning by variations in Young’s modulus. However, individual
mode mistuning is not considered in this paper.

2.1 Small Example Finite Element Model. The smaller of
the two finite element models that are analyzed in this study is

shown in Fig. 1. Due to its relatively low number of DOF, this
model is used extensively in this study. This model features 12
blades, each with length 60 mm and base width 7.5 deg
~;13 mm!. The blades are slightly tapered along the radial direc-
tion, from 5 mm thickness at the base to 2 mm thickness at the tip.
The disk is 5 mm thick. It has an outer radius of 100 mm, and an
inner radius of 20 mm. The disk is clamped at the inner radius.

For the Craig–Bampton method, the fundamental sector in
Fig. 1~b! is further substructured into a disk sector component~for
a cyclic symmetry analysis! and a blade component. Model data
for the components are listed in Table 2. For the forced response,
the structural damping coefficient is taken to beG50.01.

The single mistuning pattern used for this model is taken from
a uniform distribution of mean zero and standard deviation
3.0 percent. The mistuning parameters,dn , used for each blade
are listed in Table 3.

2.2 Large Example Finite Element Model. The finite ele-
ment model of the ‘‘large’’ test case rotor is depicted in Fig. 2.
This model is used in Sec. 5 as a more realistic case. This rotor
has 24 blades. Each blade has a base pitch of 30 deg~measured
from the axial direction!, and a uniform twist of an additional
30 deg over its length. The base radius is 212 mm, and the blade

Fig. 1 Finite element meshes for the ‘‘small’’ example blisk:
„a… the full model; „b … the fundamental sector

Fig. 2 Finite element meshes for the ‘‘large’’ example blisk:
„a… the full model; „b … the fundamental sector

Table 1 Material properties „generic steel … for both models

Table 2 Basic model data for the small model
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length is 68 mm. The rotor is fixed at the interfaces toward adja-
cent stages. This is believed to provide a reasonable description of
the dynamics of a bladed disk assembly.

As was done with the smaller model, the fundamental sector is
substructured into a disk sector and a blade component. The
model data are found in Table 4. This model is assigned a struc-
tural damping coefficient ofG50.0025.

The single mistuning pattern is taken from a uniform distribu-
tion of mean zero and standard deviation 5.0 percent. The corre-
sponding mistuning parameters,dn , are listed in Table 5.

3 Free Vibration

3.1 Tuned Assembly. In Fig. 3, an assessment is made of
the small model’s tuned characteristics by plotting the natural fre-
quencies of the tuned system versus the number of nodal diam-
eters. The nearly horizontal connecting lines correspond to assem-
bly modes that are dominated by blade motion, while the slanted
connecting lines correspond to disk-dominated modes. The rapid
increase of the eigenfrequencies of the disk-dominated modes is
due to stiffening of the disk as the circumferential wavelength
decreases with increasing number of nodal diameters.

Two significant eigenfrequency veering regions are highlighted
in Fig. 3: one located at one nodal diameter, around 3300 Hz
~veering 1!; and a second located at three nodal diameters, around
6500 Hz~veering 2!. Earlier studies~Kruse and Pierre@4#; Bladh
et al. @9#! have shown that the characteristics of eigenfrequency
veerings are crucial in determining a design’s sensitivity to mis-

tuning. Furthermore, it has been found that maximum mistuned
forced response amplitudes are likely to occur in veering regions
~that is, when the frequency and engine order of excitation corre-
spond to the frequency and nodal diameters of a veering!. There-
fore, the ability to capture veering regions is an important consid-
eration when assessing the performance of a modeling method.

As pointed out in Part I, all methods considered in this study
are complete, in the limit, for the tuned case: They yield the finite
element solution when all the component modes are included in
the model. Hence, for the tuned case, one may compare the per-
formance of the methods by examining their rates of modal con-
vergence. In combination with the above-mentioned veering dis-
cussion, the methods are evaluated by comparing modal
convergence trends based on the eigenfrequency errors in the
‘‘modal convergence region’’ of Fig. 3.

The modal convergence for each method~except for mistuning
projection, which is irrelevant for the tuned case! is presented in
Fig. 4. This figure shows the average percent error among the six
distinct eigenfrequencies in the modal convergence region versus
the number of retained modes in the reduced order model~ROM!.
Note that there are actually ten modes in this region: four double
modes, and two single modes. However, to avoid counting the
double-mode errors twice, this region is evaluated at only the six
distinct eigenfrequencies. The results in Fig. 4 clearly illustrate
the remarkable difference in both accuracy and modal conver-
gence rate between the CB model andREDUCE. However, it must
be emphasized that the superiority of the CB model is achieved at
a considerable expense in terms of minimum model size relative
to REDUCE. As shown, CB does not capture this veering at all with
fewer than around 200 DOF, whileREDUCE yields a fair veering
representation with much fewer than 100 DOF.

The vertical line in Fig. 4 represents the SMART approach with
a CB model as intermediate CMS basis. The implication of the
vertical line is that the tuned SMART model is always as accurate
as the intermediate CMS model from which it derives, while its
size stays constant at the number of modes selected by the analyst.
Hence, it may be viewed as collapsing the CB model onto an
arbitrarily smaller, n-dimensional subspace. Alternatively, a
graphical interpretation using Fig. 4 would be to collapse a CB
model of certain accuracy horizontally to the left onto a point on
an arbitrarily positioned vertical line. In Fig. 4, where only six

Fig. 3 Natural frequencies versus nodal diameters for the
small example finite element model. The circles show the natu-
ral frequency values, while the connecting lines are drawn to
aid in visualization of the mode families and the frequency
veerings. The character of each family of blade-dominated
modes is indicated on the right, where F ÄFlex, TÄTorsion, and
AÄAxial „edgewise … bending.

Table 4 Basic model data for the large model

Table 3 Single mistuning pattern for the small model

Table 5 Single mistuning pattern for the large model
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modes are considered, the SMART model has only the minimum
six DOF. Note that using SMART for tuned free vibration analy-
ses makes no sense; it is included here only to aid in demonstrat-
ing the approach.

3.2 Mistuned Assembly. The small model is now mistuned
by offsets in blade Young’s modulus, in accordance with Eq.~1!
and Table 3. First, the selected methods’ representations of two
mistuned mode shapes are considered. The finite element mode
shapes and the approximations obtained through the various meth-
ods are depicted in Figs. 5 and 6. The obtained mode shape rep-
resentations come from first finding the maximum physical dis-
placement of any DOF in any blade. The physical displacements
of the DOF where the maximum was found are then plotted for
each blade, normalized by the Euclidean norm of theN displace-
ments as

An5
zm

n

A(k51
N zm

k2
, n51, . . . ,N, (2)

wherezm
n is the displacement in physical coordinates for thenth

blade’smth DOF ~the DOF at which the maximum was found!.

The two modes depicted in Figs. 5 and 6 belong to the second
family of blade-dominated system modes~1A, see Fig. 3! located
around 3300 Hz. The two mode shapes can be characterized as
intermediately localized, which means that several blades partici-
pate in the motion, but there is still a clear dominance by one or
two blades. This type of intermediate localization has been shown
to cause the most severe increases in resonant forced response
amplitudes@9,14#.

The SMART model used here is based on an intermediate CB
model that incorporates the first seven normal disk modes and the
first six normal blade modes~plus the complete set of constraint
modes!. Furthermore, the 17 tuned modes that fall inside the fre-
quency range 3000–3500 Hz are selected for both the mistuning
projection method and the SMART approach. This means that the
two models include all harmonics of the tuned modes associated
with the second family of blade-dominated modes. This complete-
ness in terms of harmonic content is a basic requirement for these
methods.

Except forREDUCE, note the excellent agreement among eigen-
frequencies in Figs. 5 and 6. The relative error is less than
0.02 percent for both modes.REDUCE, however, cannot quite
match these excellent results with errors around 0.3 percent.
These results translate nicely to the mode shapes as well, where
the approximated shapes are virtually indistinguishable from those
obtained by full finite element analysis. AlthoughREDUCE’s mode
shape representations are not as accurate, the method does an
excellent job in capturing the relative peaks as well as their
locations.

Next, an aspect of method efficiency is investigated. All the
obtained approximations of natural frequencies and mode shapes
are compared to the finite element results, in order to establish
how many system modes each method captures versus the number
of possible modes,mr ~i.e., the total number of DOF in the ROM!.
A system mode is regarded as ‘‘captured’’ if the error is below a
pre-defined tolerance—d f for natural frequencies, ordmac for
mode shapes. The obtained natural frequencies,f i

r , are compared
with the finite element frequencies,f j

fe , through straightforward
fractions

f i
r

f j
fe21<d f ,

i 51, . . . ,mr

j 51, . . . ,mfe
, (3)

wheremfe is the total number of DOF in the full finite element
model. If the above inequality is satisfied for anyf j

fe , then the

Fig. 4 Modal convergence trends in the region surrounding
veering 1 for the small example model

Fig. 5 Reduced order model representations of mistuned
mode shape number 37 for the small example model

Fig. 6 Reduced order model representations of mistuned
mode shape number 38 for the small example model
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natural frequencyf i
r is regarded as captured. In a similar fashion,

the approximated mode shapes,c i
r , are compared to the exact

ones via MAC conformity:

12
~c i

rT
c j

fe!2

~c i
rT

c i
r !~c j

feT
c j

fe!
<dmac,

i 51, . . . ,mr

j 51, . . . ,mfe
, (4)

wherec j
fe is the finite element mode shape of thej th mode.

It is clear that when an exact match between two mode shapes
is obtained, the MAC ratio becomes one; it is between zero and
one in all other cases. However, it is not clear just how good a
match a MAC value of, for instance, 0.99 represents. To assess
this, the 38th mistuned mode shape in Fig. 6 was perturbed by
applying randomly generated scale factors to each blade’s relative
amplitude. The MAC conformity with respect to the unperturbed
shape was then computed. The resulting perturbed mode shapes
are shown in Fig. 7 for MAC values of 0.99 and 0.999. Note that
a 1.0 percent deviation from a perfect match might be considered
a very good representation of the mode shape.

The two different tolerance levels~1.0 percent and 0.1 percent!
were employed in order to get an indication of how large the

errors were among the unacceptable modes. The separate results
for natural frequencies and mode shapes are shown in Figs. 8–11.
As indicated, the straight line,y5x, represents what could be
called the ‘‘ROM Jackpot,’’ which means that one system mode
of desired accuracy is captured for each DOF in the ROM.

The CB formulation suffers considerably from having a full,
physical set of interface DOF in the ROM. These DOF, the con-
straint modes, are of course necessary in order to form the flexible
motion of the otherwise fully constrained interfaces. However,
they also result in many purely computational modes, which have
little or no physical meaning, leading to the relatively poor effi-
ciency displayed by the CB method. Moreover, by relaxing the
tolerance level to 1.0 percent, the results show that CB gives only
fair ~0.1–1.0 percent! representations of several modes.

Note that theREDUCE model quickly yields ‘‘recognizable’’
mode shapes. Moreover, observing the dramatic difference be-
tween Figs. 8 and 9, it is clear that most of the natural frequencies
fall between the two tolerance levels. However, these results show
that very few modes are predicted with high accuracy, which is

Fig. 7 Sensitivity of modal assurance criterion „MAC… values
„mistuned mode shape number 38 …

Fig. 8 Method efficiency with respect to mistuned natural fre-
quencies for d fÏ0.1 percent for the small example model

Fig. 9 Method efficiency with respect to mistuned natural fre-
quencies for d fÏ1.0 percent for the small example model

Fig. 10 Method efficiency with respect to mistuned mode
shapes for dmacÏ0.1 percent for the small example model
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evidenced by the very poor progress as the number of retained
modes increases for the smaller tolerance~Fig. 8!. This is consis-
tent with the tuned results in Fig. 4.

In contrast, both the mistuning projection method and the
SMART approach come very close to the ideal ‘‘jackpot’’ state
for the lower order modes. The capture of mistuned natural fre-
quencies~Figs. 8 and 9! is outstanding. Both methods also display
excellent efficiency in terms of mode shapes~Figs. 10 and 11!,
although they appear to be less impressive in this respect. How-
ever, the mode match requirements imposed by the MAC toler-
ances are very strict~see Fig. 7!.

There is a notable deterioration in mode shape representation of
the SMART model as the mode numbers increase. Note that the
missed mode shapes in Fig. 10 are not accepted even with the
relaxed tolerance in Fig. 11. This may be explained, in part, by the
approximation implied by neglecting mistuning effects among the
constraint modes in the intermediate CB model. First, for higher
modes there is more and more local waviness in the structure.
Second, since the constraint modes are obtained by successive
unit interface DOF deflections, they are also very local in nature.
Thus, it is hypothesized that the neglected mistuning among the
constraint modes has more impact as the order of the mode in-
creases. This is not a problem for the mistuning projection
method, where the entire physical blade stiffness matrices are re-
scaled properly.~The mistuning projection method does degrade
somewhat for higher order modes, but to a much lesser extent.!
Furthermore, note that for this method~as opposed to the SMART
model! several of the misrepresented mode shapes are still within
the relaxed tolerance level. This degradation is likely due to the
approximation incurred by representing the mistuned modes with
a truncated set of tuned modes. Hence, while yielding accurate
representations of the relatively smooth blade shapes at lower
modes, the effects of this approximation become more pro-
nounced for higher modes in which increasing local waviness is
observed. However, in the limit, the mistuning projection method
will yield the exact solution in the particular case of mistuning by
Young’s modulus offsets.

4 Forced Response
In this section, engine order excitation is considered in the two

veering regions indicated in Fig. 3. For veering 1, this implies an
engine order one excitation~1E!, which for a 12-bladed assembly
has a blade-to-blade forcing phase shift of 30 deg. Veering 2
requires an engine order three excitation~3E! with a blade-to-
blade forcing phase shift of 90 deg. In both cases, the force is a

unit nodal load,~1, 1, 1!/), applied to one of the nodes on the
blade tip. Hence, this force is able to excite all the fundamental
modes of the blade. This applied force was chosen arbitrarily, but
it serves to verify the accuracy of the reduced order models.

The amplitude metric employed here, the maximum blade de-
flection norm, is a scalar value based on the Euclidean norm of the
physical displacement vector of each blade. The plotted norms
~i.e., the maximum norms! are thus obtained at each driving fre-
quency as

A5max$An%5maxHA (
j 51

nc1nb

uzj
nu2J , n51, . . . ,N, (5)

whereuzj
nu is the magnitude of the complex displacement in physi-

cal coordinates for thej th DOF of thenth blade, andnc andnb
are, respectively, the numbers of disk–blade interface and blade
interior DOF for one blade. As an alternative, it is realized that
from any reduced order model, the physical displacement vector
for the nth blade,zn, is recovered from a modal expansion via
some blade modal matrix,Un, aszn5Unq. Thus, the vector norms
may be represented in an equivalent matrix notation as

A5max$An%5max$Aq* Un* Unq%, n51, . . . ,N, (6)

where* denotes the complex conjugate transpose. Note that the

inner matrix products,Un* Un, may be computed and saved prior
to any forced response frequency sweeps or extensive statistical
simulations. This allows for fast computations of the blade norms
through low-order modal domain matrix projections, instead of
tedious computations in physical coordinates.

The resulting tuned and mistuned forced response amplitudes
from frequency sweeps over veering 1 are illustrated in Figs. 12
and 13, respectively. Clearly, the excellent accuracy displayed by
CB, SMART, and the mistuning projection method in free vibra-
tions translates nicely to the forced response. As demonstrated in
Fig. 12, the tuned response approximations are practically indis-
tinguishable from the exact solution for these methods. Also, the
capture of the maximum amplitude and the general resonance be-
havior over the frequency range is outstanding for these three
methods. Again, theREDUCE method lacks accuracy in compari-
son. In particular, in Fig. 12REDUCEpredicts a wide separation of
the two tuned resonant frequencies, while, in reality, they are very
close. Nevertheless,REDUCE gives a fair prediction of the mis-
tuned peak amplitudes in Fig. 13, which is the key quantity in
studies of forced response statistics.

Fig. 11 Method efficiency with respect to mistuned mode
shapes for dmacÏ1.0 percent for the small example model

Fig. 12 Forced response frequency sweep through veering 1
for engine order one „1E… excitation of the tuned small example
model
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A second sample of the methods’ performances for the mis-
tuned forced response is shown in Fig. 14, which illustrates a
frequency sweep through veering 2 for an engine order three~3E!
excitation. Qualitatively, the results are similar to those for veer-
ing 1, despite very different circumstances in terms of principal
blade motion~different blade mode family! and engine order.

Another point of interest for the turbomachinery industry is
blade-to-blade dispersion: blade-to-blade variations in maximum
mistuned response amplitudes for a given rotor. This is used to
assess mistuning levels from experimental data, and it is also an
important aspect when matching computational models with ex-
periments. Figure 15 displays the maximum response amplitudes
obtained for each blade from the forced response frequency sweep
of Fig. 13. Again, all methods butREDUCEproduce results that are
virtually indistinguishable from the finite element values.

Based on the presented results, it is concluded that the CB,
SMART, and the mistuning projection methods are all consistent,
high-performance reduced order modeling techniques suitable for
mistuned bladed disks. Taking into consideration the differences

in efficiency and the final ROM sizes, it is clear that SMART
must be considered to be the premier method examined in this
study.

5 Application of SMART to a Large-Size Model
The feasibility and performance of the SMART approach is

further highlighted in this section, where it is applied to the large-
size model introduced in Sec. 2.2. TheREDUCE method is also
included in this comparison to represent the current state of the
art.

The tuned natural frequencies of the large model are plotted
versus the number of nodal diameters in Fig. 16. Note the excel-
lent global representation of the tuned characteristics displayed by
the CB model. For its subsequent use in the SMART approach, it
was desirable to get a very accurate CB model that also spanned a
fairly wide frequency band. Therefore, as many as 12 normal
disk modes and 16 normal blade modes were employed in its
construction.

Fig. 13 Forced response frequency sweep through veering 1
for engine order one „1E… excitation of the mistuned small ex-
ample model „tuned FEM solution included for reference …

Fig. 14 Forced response frequency sweep through veering 2
for engine order three „3E… excltation of the mistuned small
example model „tuned FEM solution included for reference …

Fig. 15 Maximum response amplitudes for all blades from
forced response frequency sweep through veering 1 for engine
order one „1E… excitation of the mistuned small example model

Fig. 16 Natural frequencies versus nodal diameters for the
large example model. The character of each family of blade-
dominated modes is indicated on the right, where F ÄFlex,
TÄTorsion, and A ÄAxial „edgewise … bending.
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In contrast, theREDUCE model uses only 5 disk modes and 8
blade modes~312 DOF in total!, which is why theREDUCEmodel
is missing certain system modes. Considering this inequality in
number of retained modes, it may seem unfair to compare the CB
andREDUCEmodels. However, the improvement gained by includ-
ing the same number of modes in theREDUCEmodel as in the CB
model is fairly marginal~recall the poor modal convergence dis-
played by theREDUCE method in Fig. 4!.

First, the SMART representation of mistuned mode shapes is
investigated. The mode shapes are represented by the vector
norms in accordance with Eq.~6!, although scaled to represent the
relative blade deflection. Using the notation of Eq.~6!, the relative
blade displacement norm for each blade is computed as

Ān5
Aq*Un*Unq

A(k51
N q*Uk*Ukq

, n51, . . . ,N. (7)

Figures 17 and 18 illustrate the 64th and 135th mistuned mode
shapes obtained with the single mistuning pattern listed in Table
5. Note from the mistuned natural frequencies that the selected
mode shapes are taken from the two families of blade modes that
subsequently will be explored in terms of forced response. As

indicated, the SMART models in the respective frequency bands
contain 26 and 31 modes~DOF!, compared to 51,624 DOF for the
full mistuned finite element model. Hence, the model size is re-
duced by more than three orders of magnitude, and yet the
SMART models continue to exhibit excellent accuracy in the mis-
tuned case, both in terms of mistuned natural frequencies and
mistuned mode shapes. Even though theREDUCE model is ap-
proximately one order of magnitude larger than the SMART
model, it does not possess the same accuracy.

As shown in Fig. 16, the large model exhibits several signifi-
cant veering regions. This section focuses on the two indicated
veering regions, which correspond to a 2E and 3E excitation for
the forced response~30 and 45 deg blade-to-blade forcing phase
shift, respectively!. The external excitation force used here con-
sists of a unit nodal load applied in the axial direction on the tip of
the blade’s leading edge. Again, this applied force was chosen
arbitrarily for the purpose of verifying the accuracy of the reduced
order models.

Figure 19 depicts the tuned response in veering 1, which exhib-
its well-separated lower and upper resonances. As expected, the
SMART model yields a close-to-perfect match with the finite el-

Fig. 17 Reduced order model representations of mistuned
mode shape number 64 for the large example model

Fig. 18 Reduced order model representations of mistuned
mode shape number 135 for the large example model

Fig. 19 Forced response frequency sweep through veering 1
for engine order two „2E… excltation of the tuned large example
model

Fig. 20 Forced response frequency sweep through veering 1
for engine order two „2E… excitation of the mistuned large ex-
ample model „tuned FEM solution included for reference …
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ement solution, both in terms of resonant frequencies and peak
amplitudes. It is further noted thatREDUCEhas slight offsets in the
resonant frequencies, despite adjustments. What is more disturb-
ing, however, is the fact that the maximum tuned amplitude is
overestimated. Using this maximum tuned amplitude as reference
in a statistical analysis might result in significantlyunderestimated
amplifications due to mistuning, which is not acceptable.

The mistuned response in veering 1 is depicted in Fig. 20. Note
the severe amplification of the maximum resonant amplitude due
to mistuning—well over 100 percent in this case. A slight, insig-
nificant frequency shift is observed for the SMART model, par-
ticularly in the group of resonances at the lower frequencies. The
conformity is otherwise excellent even for this highly complex
resonance pattern.REDUCE yields a fair approximation, although
its frequency shift is more pronounced.

To consider another excitation case, the mistuned response in
veering 2 is depicted in Fig. 21. Clearly, the disk–blade modal
interaction is less critical in this veering, as there is only a very
modest amplification of the maximum resonant amplitude. This is
explained by the more shallow veering, which suggests strong
disk–blade coupling beyond critical levels from a mistuning sen-
sitivity standpoint. As expected, a scenario similar to Fig. 20 is
seen here in terms of accuracy. Note that even thoughREDUCE

generally matches the natural frequencies better than in the previ-
ous case, the predicted resonant amplitudes are significantly
worse. From the results presented in this section, it is concluded
that the SMART approach can yield excellent accuracy and effi-
ciency even with a large parent finite element model.

6 Conclusions
The primary contribution of this paper is the application of two

novel approaches for the reduced order modeling of mistuned
bladed disks. These two methods—the mistuning projection
method and the secondary modal analysis reduction technique
~SMART!—utilize the assumption that tuned and mistuned mode
families span the same deformation space. This results in very
small reduced order models~ROMs!, with matrix dimensions on
the order of the number of blades.

In the mistuning projection method, a classical modal analysis
is performed on the finite element model of a bladed disk. A

coordinate transformation is performed to project the blade mis-
tuning from the finite element domain onto the tuned system
modes. In the SMART approach, a primary ROM is generated via
component mode synthesis, and then a secondary modal analysis
is performed to generate a smaller, secondary ROM. The mistun-
ing data are implemented directly in the blade-component modal
coordinates of the primary ROM, and the mistuning is then pro-
jected onto the secondary ROM. Using a low-order, modal-
domain projection makes the SMART approach highly efficient.

The methods were compared in terms of modal convergence,
mistuned mode shape representation, and tuned and mistuned
forced response amplitude predictions. It was demonstrated that
the mistuning projection and SMART methods outperform current
techniques: the new methods exhibit comparable or improved ac-
curacy, while being far superior in computational efficiency. The
SMART approach was shown to be exceptionally fast for running
simulations of mistuned rotor forced response. Thus, SMART ap-
pears to be the most appealing method to date for comprehensive
studies of forced response statistics for mistuned bladed disks.
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Analysis of the Piston Ring/Liner
Oil Film Development During
Warm-Up for an SI-Engine
A one-dimensional ring-pack lubrication model developed at MIT is applied to simulate
the oil film behavior during the warm-up period of a Kohler spark ignition engine. This is
done by making assumptions for the evolution of the oil temperatures during warm-up
and that the oil control ring during downstrokes is fully flooded. The ring-pack lubrica-
tion model includes features such as three different lubrication regimes, i.e., pure hydro-
dynamic lubrication, boundary lubrication and pure asperity contact, nonsteady wetting
of both inlet and outlet of the piston ring, capability to use all ring face profiles that can
be approximated by piece-wise polynomials, and, finally, the ability to model the rheology
of multigrade oils. Not surprisingly, the simulations show that by far the most important
parameter is the temperature dependence of the oil viscosity.@DOI: 10.1115/1.1341206#

Introduction
Much effort has been made in the past to describe the lubrica-

tion of the interface between the piston rings and the cylinder
liner. Early work in this field focused on improving the friction
and wear characteristics of these parts, thereby giving better fuel
economy and better durability@1#. More recently, new interest
arose amid strong concerns over the influence of the piston ring
pack on oil consumption and various HC-emissions related
mechanisms. A review of the current status can be found in
Ref. @2#.

The description of the lubricating process is very complex and
therefore the attempt to model piston ring-pack lubrication has
been hampered by the need to make assumptions to enable the
problem to be mathematically formulated. This is because real
phenomena exist beyond current modeling capabilities—such as
circumferential variations, secondary piston motions, and particles
and degradation of the oil—just to mention some of the real world
complications.

Previous ring pack lubrication simulations have been exercised
under ‘‘cyclic steady-state’’ conditions. This paper introduces a
‘‘cyclic quasi steady-state’’ model for the ring pack lubrication
during warm-up, where variations in parameters such as cylinder
liner temperature are slowly varied, with the characteristic time
much larger than the duration of an engine cycle.

The Ring-Pack Lubrication Model
The MIT ring pack model is described here briefly. A full pre-

sentation can be found in Ref.@3#. The model is one dimensional
and delivers, therefore, no information for the circumferential
variation in the film thickness caused by, for example, ring
nonconformability.

Three lubrication regimes are considered; pure hydrodynamic
lubrication~when the actual oil film thickness is bigger than four
times the combined surface roughness!, mixed lubrication~when
the actual oil film thickness is between the combined roughness
and four times the combined roughness!, and pure boundary fric-
tion if there is not sufficient oil under the ring to provide hydro-
dynamic lubrication. A discussion of the combined roughness can
be found in Appendix 1.

In the pure hydrodynamic regime, there is no asperity contact
and the hydrodynamic pressure force under the ring face is in
equilibrium with the gas pressure force and the ring elastic force.
For the mixed lubrication, the contact force of the asperities is
added to the radial force balance on the ring. Finally, for the pure
boundary lubrication, ring load is solely supported by asperity
contact.

For each ring there are four governing equations:

• the integrated average flow Reynolds equation;
• the nonsteady continuity applied to the leading wetted edge

of the ring;
• the nonsteady continuity applied to the trailing wetted edge of

the ring; and
• the radial force balance.

For each time step, the system equations are solved simulta-
neously for the four unknowns: the minimum average clearance
between the ring and the liner, the leading wetted edge position on
the ring face profile, the trailing wetted edge position on the ring
face profile, and the oil flow rate at the outlet wetted position on
the ring face profile.

The system equations can be used for solving the lubrication of
a whole ring pack consisting of a compression ring, a scraper ring,
and an oil control ring by applying an additional conservation
equation for the oil flow between the rings; i.e., the amount of oil
that leaves one ring is the same as that entering the adjacent ring.

It is assumed that during the downstroke the oil control ring is
always fully flooded. With this knowledge, the minimum oil film
thickness for the oil control ring can be found for the down stroke.
Thereafter, solutions for the scraper ring and for the compression
ring can be derived.

Assumptions for Using the Model for the Warm-up
Period

The following assumptions are made for calculating the devel-
opment of the oil film during the warm-up period:

• the model developed for the ‘‘cyclic steady state’’ can be
used for predicting ‘‘cyclic quasi steady state;’’

• the speed and load of the engine are constant;
• the oil supply to the ring/liner begins without considerable

time lag after start of the engine;
• the oil supply is sufficient such that the oil control ring is

fully flooded on downstrokes@3#;
• the oil temperature changes linearly in time@4–6#;
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• the oil temperature dependence on liner position follows the
square root expression developed by Woschni at all times@7#;
and

• oil viscosity is only a function of temperature and shear rate.

Quasisteadiness. Quasisteady conditions should prevail be-
cause the time scale for heating up the engine is much larger than
the time scale for the lubrication process to adjust to changes. The
cycle-to-cycle variations because of rising temperature are very
low.

Constant Speed and Load. Although not true during the first
few cranking cycles, the assumption is reasonable through most of
the warm-up period. With this assumption, usage of the model for
strong cycle to cycle variations of parameters is prevented.

Oil Supply. The fulfillment of the two assumptions about the
oil supply depends on three factors: the choice of oil, the starting
temperature, and the clearances in the bearings of the oil supply
system. For a very low start temperature, the oil pump can have
problems in pumping the oil, which clearly inhibits the oil supply.
Also, with an improper choice of oil, considerable time lag can
occur for the oil supply to reach engine components, such as the
camshaft, during warm-up. Schwarze showed that the supply of
oil to the various engine components can be simulated by simpli-
fying the system as a network system of flow resistances, con-
nected in series and parallel@8#. His model shows that excessive
bearing clearance in one or more crankshaft bearings, either due
to normal wear or bearing damage, can change the oil supply to
the various engine components considerably.

The recommended oil for the Kohler engine is the SAE 10W30
multi-grade oil. The oil properties have been measured by Shell
Research, Ltd. and are valid down to a start temperature of 20°C
@9#. The warm-up simulations are therefore performed for a start
temperature of 20°C.

Because of the choices of the start temperature and oil viscosity
grade, the first oil supply assumption is expected to be valid. The
evaluation of the second oil supply assumption is very difficult.
From measurements or from the above mentioned network analy-
sis for the oil supply system, the oil supply from the connecting
rod bearings to the cylinder liner could be known. However, the
processes of oil transport from the connecting rod to the piston
skirt and from there to the cylinder liner have never been well
understood. Until now, the underlying design philosophy has been
to supply the ring/liner with excess oil to prevent oil starvation
under all driving conditions. If this is true, the second oil supply
assumption will also hold.

Oil Temperature. An important variable in the warm-up
model is the local instantaneous temperature on the liner, since oil
viscosity is a very strong function of temperature.

Very often the temperature distribution along the cylinder liner
is assumed linear. However, thermocouple measurements on run-
ning engines suggest that it would be more appropriate to choose
a spatial temperature profile that has a higher slope near the top
dead center and a lower slope near the bottom dead center@7#.
Here the relation developed by Woschni is used, where it is as-
sumed that if the temperature in the dead centers is known as a
function of time, then the spatial distribution at all times is given
by

T~x!'Ttdc2~Ttdc2Tbdc!Ax

s
, (1)

wherex is the distance from the top dead center of the compres-
sion ring,s is the stroke, andTtdc andTbdc are the liner tempera-
tures for the top dead center and bottom dead center of the com-
pression ring, respectively. The above equation is very practical,
since experimental engines very often have thermocouples
mounted in the liner at the dead-center positions of the compres-
sion ring. It should be noted here thatx can be greater thans for

the oil control ring and the scraper ring near bottom dead center,
and the temperature will consequently be lower than the tempera-
ture at the bottom dead center for the compression ring.

The liner temperature as a function of time can be measured or
simulated. Experiments have been performed on test engines with
thermocouples mounted in the liner at the compression ring dead
centers, but very often the cooling system deviated substantially
from the one under practical driving conditions. Andrews and
Trapy et al. measured the heating of the engine block under real-
istic circumstances and found that the temperature dependence on
time is linear up to a point@4,5#. This statement is further sup-
ported by heat transfer network simulations made by Kaplan,
where the engine components are assumed to be modeled by
lumped heat capacitors connected by heat resistors@6#. The char-
acteristic warm-up times are different for different engine compo-
nents and vary with speed and load. It is assumed that the time
constanttss for warming up the Kohler cylinder liner from 20°C to
100°C~at mid stroke position! is 3 min. This is in accordance with
Kaplan, where a typical four cylinder production engine was
simulated at constant speed and load~1500 rpm and 260 kPa
bmep! during the warm-up period@6#. The temperatures of the
dead centers are thus approximated as

Ttdc~ t !5~Ttdc,ss2Ttdc,0!
t

tss
1Ttdc,0, (2a)

Tbdc~ t !5~Tbdc,ss2Tbdc,0!
t

tss
1Tbdc,0;tP@0;tss#, (2b)

where Ttdc,ss and Tbdc,ss are the steady-state temperatures and
Ttdc,05Tbdc,05T0 , i.e., the start temperature.

Implementing~2a! and~2b! into ~1!, one obtains the expression
for the temperature of the cylinder liner as a function of time and
liner position

T~x,t !5F S 12Ax

sDTtdc,ss1Ax

s
Tbdc,ss2T0G t

tss
1T0 . (3)

This is the liner temperature profile used in this work. It is further
assumed that this cylinder liner temperature is equal to the tem-
perature of the lubricating oil between the piston rings and the
cylinder liner. The time duration for reaching steady-state, i.e.,
tss53 min, are divided into seven time steps of 30 s each.

A plot of the applied cylinder liner temperature distribution for
the simulation is shown in Fig. 1, whereT0520°C, Ttdc,ss
5120°C andTbdc,ss590°C. It can be seen in this figure that the
relative position on the cylinder liner varies from 0, the TDC of
the compression ring, to approximately 1.14, the BDC of the oil
control ring. The group of curves shown on the plot are for dif-
ferent time duration after the start of the engine. The benefit of
using the square root expression for the spatial temperature distri-
bution instead of the commonly used linear approximation is lim-
ited here, but for larger diesel engines, the temperature difference
between the dead centers can be substantial, and the deviation
from the linear profile is more pronounced.

Oil Viscosity. The oil viscosity is generally dependent on the
following factors in decreasing order: oil temperature, oil shear
rate, oil pressure, oil degradation, and concentration of dissolved
fuel in oil. The influence of the oil pressure tends to increase the
viscosity by maximum 30 percent, whereas typical values of dis-
solved fuel concentrations in the oil on 1 percent, during the
warm-up, tend to reduce the viscosity by approximately 20 per-
cent @10#. The oil degradation tends to increase the viscosity and
can be very significant@11#. Only the first two factors are taken
into account in this work.

Engine details. The ring-pack model is applied to a Kohler
single cylinder spark ignited CH-14 engine. The engine details are
shown in Table 1. The engine has been used at MIT for extensive
oil film thickness measurements using the laser induced fluores-
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cence technique@12#. For this engine, good agreement have been
obtained between model predictions for various oils and operating
conditions@3#.

Simulation is done for a constant test condition, which is as-
sumed to be set after the engine is started. The cylinder pressure is
measured and the pressure between the compression and scraper
ring is calculated using a new gas flow model at MIT@13#.

The dimensional profiles of the piston rings are shown in Fig. 2.
Measured worn ring profiles have been fitted to appropriate poly-
nomial approximations. It has been found that for the compression
ring a single parabolic fit without offset and for the scraper ring a
parabolic fit with strong offset towards the oil sump direction
were appropriate. The oil control ring was approximated by a
single parabola without offset. The RMS-roughness of the rings is
measured to be 0.10mm after breakin. Therefore, the dashed
curve shows the mean profile and the solid line the simulated
actual profile. The selection of the rings is representative of SI
engines, in general.

Oil Rheology. The oil rheology of oils of several SAE grades
were compared. Three oils were selected for comparison: SAE
10W30, SAE 10W50, and SAE 30. An SAE 10W30 oil is the
recommended oil for this engine. An SAE 10W50 oil is chosen
because this oil has very high shear thinning properties. The SAE
30 is a monograde oil and is chosen because of its strong increase
in viscosity with decreasing temperature.

The temperature dependence of the viscosity at low shear rate
has been measured and fitted to the Vogel equation given by

m0~T!5k•expS u1

u21TD . (4)

Figure 3 shows a plot of the low shear kinematic viscosity of
the three selected oils. It can be seen that the oils show different
low shear kinematic viscosity properties.

The shear rate dependence of the viscosity can be described by
the Cross equation:

m~gG !5
m01m`~gG /b!m

11~gG /b!m , (5)

wherem0 is the low shear rate viscosity,m` is the high shear rate
viscosity,gG the average shear velocity,b the critical shear veloc-
ity, and m is a parameter, specifying the width of the non-
Newtonian region. It is assumed thatm51 for all oils @9#. The
critical shear rateb is given byb(T)510a1bT. For all oils the
same parameters fora and b are used, i.e.,a52.43 and b
50.0218°C21 @9#. In Table 2 the necessary temperature and shear
velocity properties of the three chosen oils are shown.

Figure 4 shows the calculated average shear rate and critical
shear rate at the minimum oil film thickness location for the base-
line SAE 10W30 oil at 2500 rpm and 2/3 load. For the warm and
cold engines, the critical shear rates are about 53104 s21 and 500
s21, respectively. The calculated average shear rate is, for most of
the engine cycle, about one order of magnitude above these val-
ues, i.e., ranging from 106 s21 to 33107 s21. Therefore the oil
behaves for all rings as if it has no dependence on the shear
velocity for the major part of the engine cycle, and the viscosity
characterizing the piston ring and linear lubrication is the one for

Fig. 1 Liner temperature as a function of liner relative position
and time. The time steps are 0, 30, 60, 90, 120, 150, and 180 s. Fig. 2 Ring face profiles with a 0.10 mm RMS Gaussian

roughness

Fig. 3 Low shear rate viscosity of the three lubricants

Table 1 Engine details
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high shear rates. Only in the vicinity of the dead centers, the
calculated average shear rate is less than the critical shear rate. At
these positions the oil have the higher low shear dynamic viscos-
ity, which enhances the squeezing motion of the piston ring.

Figure 5 shows the comparison of the high shear viscosity de-
pendence on the temperature given in Table 2. All three oils have
all approximately the same high shear rate viscosity at 150°C.
From an engineering point of view, the three oils can therefore be
chosen equally. It can further be seen that the order of the oil
viscosities has changed so that the SAE 10W30 is the oil with
lowest viscosity, the SAE 10W50 the intermediate, and SAE 30
the oil with highest viscosity.

Figure 6 shows the viscosity as a function of liner position and
time for the baseline SAE 10W30 oil. A high viscosity has to be
overcome during the warm-up, with high shear rate kinematic

viscosity for the SAE 10W30 oil up to 200 cSt, which is approxi-
mately 40 times the warmed up value. At steady-state, the ratio of
the viscosity at the dead centers is a factor of 2.

Simulation Results
Figure 7 shows the results of the simulations for the SAE

10W30 oil. Similar calculations have been generated for the other
oils, although these will not be shown here. Every figure is di-
vided into subfigures denoted by~a!–~k!. For Figs. 7~a!–7~j!, the
horizontal-axis is in crank angle degrees, where the origin is cho-
sen to be the TDC of the expansion stroke, whereas for Fig. 7~k!
the horizontal-axis is the liner position from the TDC of the com-
pression ring.

In every sub-figure, seven curves are shown, one for every time
step, i.e., for 0, 30, 60, 90, 120, 150, and 180 s after the start of the
engine.

In the following section, the results for the different oils will be
discussed.

Results for the SAE 10W30 Oil
Figures 7~a!–7~c! show the simulated oil film thickness for the

whole ring pack. Two additional horizontal lines are drawn. The
dashed line shows the place where the oil film thickness is equal
to the combined roughness and the dotted line the place where the
oil film thickness equals four times the combined roughness. The
figures of the minimum oil film thickness, Figs. 7~a!–7~c!, are
thus used to provide information on how critical the lubrication is
at the dead centers, and therefore must be compared with the
contact pressures shown in Figs. 7~d!–7~f !.

The behavior of the film thickness during the warm-up can be
seen on Fig. 7~a! for the compression ring. As the engine heats up
and the viscosity of the oil decreases, so does the minimum oil
film thickness under the compression ring. This trend is clearly
seen at midstroke of the ring, where the minimum oil film thick-
ness typically falls by a factor of 2.5. At TDC the trend is not so
clear. One reason is that even for the later time steps, the asperity
contact pressure rises to levels comparable to the gas pressure,
thereby preventing further ring penetration.

A comparison between Figs. 7~a!–7~f ! shows that the compres-
sion ring for this ring-pack experiences the most contact with the
liner at positions shortly after TDC. The reasons for this are the
following: this ring is the most starved one, being the last one
receiving oil supply; it also has the highest gas pressure load and
it operates in the uppermost position of the ring pack, and is
thereby lubricated by the thinnest oil.

Fig. 4 Calculated average shear rate „gG … and critical shear rate
„b… for the three rings for cold „20°C… and warm „100°… condi-
tions, respectively

Fig. 5 High shear rate viscosity of the three lubricants

Fig. 6 High shear kinematic viscosity for the ring Õliner inter-
face during warm-up

Table 2 Properties of the three chosen oils
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The position where the cyclic minimum oil film thickness oc-
curs seems to be about 5° ATDC, irrespective of the temperature,
as long as the ring does not penetrate the oil film totally, as is the
case in Fig. 7~a! for t5180 s. This is important, because it can be
related to the position on the liner for a given ring, where the
maximum wear occurs. Here it shall be mentioned that for pre-

dicting the wear caused by the ring pack, the liner position corre-
sponding to each ring in TDC is different~Table 1!, so it has been
suggested that one calculates the total wear on a liner position by
summing up the wear contributions from each ring@14#.

The plots of the oil film thickness for the scraper ring Fig. 7~b!
show a transient in the solution for the minimum oil film thickness

Fig. 7 Simulation results for the SAE 10W30 oil

Journal of Engineering for Gas Turbines and Power JANUARY 2001, Vol. 123 Õ 113

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



shortly after 140° BTDC. The transition in the scraper ring profile
can be calculated to occur at the position on the cylinder liner
where the compression ring is at BDC.

The contact force Figs. 7~d!–7~f ! show that the asperity contact
starts to show nonzero values exactly when the corresponding
transition between the pure hydrodynamic lubrication regime and
the mixed lubrication regime is crossed in Figs. 7~a!–7~c!. These
contact pressures grow very fast with the penetration depth into
the roughness profiles, because the used Greenwood and Tripp
model for simulating the asperity force rises with the power of 6.8
of the penetration depth into the roughness profiles, which soon
prevent further ring penetration@15,16#. Finally, the results for the
contact force of the scraper ring Fig. 7~e!, and for the oil control
ring Fig. 7~f !, show that these rings for the warmed-up conditions
always exhibits some asperity contact at dead centers.

A comparison of Figs. 7~a!–7~c! shows that the shape of the oil
film thickness over a stroke has a certain degree of nonsymmetry
to the dead center positions for the compression and the scraper
ring, whereas the oil control ring is close to symmetric to the dead
center position. Several reasons contribute to this:

• the kinematic viscosity varies with liner position~Fig. 6!;
• the piston speed is nonsymmetrical and is consequently not

strictly harmonic but skew to the TDC side@17#;
• the gas pressure loads varies~compression and scraper ring!;
• the ring face may be nonsymmetric caused by parabola off-

sets~scraper ring, Fig. 2!; and
• the different wetting conditions@3#.

The oil control ring has no gas pressure load, the ring face is
symmetric, and the wetting is usually fully flooded. The viscosity
effect should tend to make the oil film thickness smaller near TDC
and the piston velocity effect have the opposite effect.

The scaling of the oil film thickness with viscosity is in lubri-
cation theory given bydoil}AmN for constant sliding speed and
for a static loaded bearing. As the oil control ring is statically
loaded, this is the only ring where the scaling can be expected to
hold true. A comparison between the curves fort50 sec. and for
t5180 sec. in Fig. 7~c! at 190° is therefore expected to follow
the relation

doil, t50

doil, t5180
'A m t50

m t5180
.

The left-hand side gives 3.95 and the right-hand side approx. 4.4,
where the viscosity is found in Fig. 6 for a relative position of
0.64 ~half the stroke plus the distance between the compression
ring and the oil control ring!. This verifies that the lubrication
theory holds and the small deviation is caused by varying sliding
speed and different wetting conditions. The scaling of the com-
pression and scraper rings does not follow this simple expression.

The friction plots of the single rings on Figs. 7~g!–7~i! show a
twofold trend with temperature: when the viscosity level is high,
i.e., at the engine start, the viscous force is high at midstroke;
however, at the same time the boundary friction force near the
dead centers is very low. The reverse is true for low viscosity
levels at higher temperatures.

The friction of the whole ring pack is shown in Fig. 7~j!. By
averaging the numerical value of this friction force, the friction
mean effective pressure of the ring pack can be found. This is
discussed later in the paper. The friction profiles can easily be
converted into power loss by multiplying the friction by the piston
speed. Here it shall be mentioned that friction force at midstroke
contributes most to the power loss.

Finally, the last plot, Fig. 7~k!, shows the oil left on the cylinder
liner after each of the two down strokes in one engine cycle. This
oil is left after the compression ring passage in the downstrokes.
For the parts of the stroke where the squeezing motion of the ring
is negligible, the thickness of the oil layer left on the liner is
approximately half of the minimum oil film thickness under the

compression ring. The shape of the oil layer left on the cylinder
liner is poorly examined in the literature, but the reasons for ex-
amining this layer are obvious:

• this is the layer in which the absorption and desorption pro-
cess of gaseous hydrocarbons takes place;

• it is in this layer that diffusion of sulfur takes place in diesel
engines for marine applications, thereby causing corrosion of
the cylinder liner@18#;

• it is this layer causing a significant part of the evaporative oil
consumption@19#.

Here the influence of the liner oil layer on the absorption/
desorption processes is subsequently discussed in Appendix 2.

Average Friction Calculations
The total friction of the ring pack is averaged over a whole

cycle in Fig. 8. Therefore, the friction of the ring pack can be
studied as a function of time. The ring-pack FMEP for the warm
condition is 9 kPa for selection of the standard SAE 10W30 oil.
The friction of the ring-pack is shown to increase about 4 to 5
times, when the engine is at 20°C. The SAE 10W50 oil shows a
bigger increase, whereas the ratio for the SAE 30 oil is about a
factor of 8. This is the reason for the ongoing trend of choosing
the low friction oils, such as SAE 10W30. In Fig. 9, the FMEP,
calculated in Fig. 8, is averaged over the whole warm-up phase.
Here a relative estimate can be seen for the total amount of work
and thereby the total fuel consumption, assuming constant effi-
ciency of the engine, for overcoming the whole warm-up phase.
The SAE 10W50 and SAE 30 oils result in an increase of the
average FMEP by 20 percent and 60 percent, respectively.

Conclusions
This is the first attempt to describe the oil film development

during the warm-up period for SI engines. A new temperature
profile of the cylinder liner has been proposed to make the calcu-
lations possible. Interesting findings include:

Fig. 8 Average friction mean effective pressure for the ring-
pack during the warm-up

Fig. 9 Cycle averaged ring-pack friction mean effective pres-
sure during the warm-up
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• For the piston ring lubrication, only the high shear viscosity
is of importance. Multigrade oils effectively exhibit full shear
thinning behavior for this application.

• For all temperatures between 20°C and the warm condition,
all rings change lubrication regime near TDC to the mixed lubri-
cation. Thereby, asperity contact occurs during the whole
warm-up phase.

• The minimum oil film thickness between the oil control ring
and cylinder liner scales fairly well with the square root of the
viscosity. The thickness between other rings in the ring-pack does
not scale with viscosity in any simple manner. While the thickness
of the oil left on liner is coupled with the minimum oil film thick-
ness of the compression ring, no simple scaling is found.

• The cycle averaged ring-pack FMEP increases four to five
times at cold conditions~20°C! compared to the warm condition
~100°C! for the baseline SAE 10W30 oil. By averaging the above-
mentioned FMEP over the whole warm-up phase, the average
warm-up FMEP~20°C→100°C! is twice the warm FMEP~100°!.

• The oil film left on the liner is important for modeling the
absorption/desorption mechanism of fuel hydrocarbons in the oil
film. The thickness of this oil layer is predicted to be smaller than
previously calculated and to be in the order of a half to two mi-
crons, and vary dependent on the oil temperature. Furthermore,
the oil layer left on the liner is found to have a small, but still
significant, thickness in the region not overrun by the oil control
ring, i.e., the distance between TDC of the compression ring and
TDC of the oil control ring. The thickness is on the order of
0.2–0.5mm, depending on the oil temperature. This finding is
important for a further study of the warm-up absorption/
desorption process to estimate the contribution from this source to
the engine-out unburned hydrocarbons.

The model of the oil film behavior during the warm-up has yet
to be verified by experiments, and will be the topic of subsequent
work.
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Appendix 1: Combined Roughness
Measurements using the traditional Talysurf profile of the ring

and the liner shows strong non-Gaussian roughness profiles. This
is because it contains some deep honing grooves that acts as a
reservoir for oil for the cold start or for other critical lubricating
situations. The honing grooves have typical widths on the order of
0.1 mm and typical depths on the order of 5mm. There are about
one hundred of these in the circumferential direction, which can
be seen on microscopic pictures. A simple calculation shows that
the grooves stand for approximately 10 mm in the circumferential
direction and the rest of the surface~approximately 300 mm! con-
tains no grooves. The argument can be made that because of the
sparse distribution of the honing grooves, they can simply be sub-
tracted from the traditional Talysurf profile@20#. Thereby two
goals are reached:

• The lubrication model is designed for Gaussian roughness
profiles. The rest of the roughness profile after subtracting the
deep honing grooves shows a much more Gaussian roughness
profile.

• The RMS roughness becomes far lower, while the real liner
shows a top Gaussian distributed flat surface~therefore the name
‘‘plateau honing’’! with a very smooth surface containing some
deep grooves that tend to increase RMS.

The surface roughness of the liner is then reduced to 0.20mm.
With a ring surface roughness on 0.10mm the combined surface
roughness is calculated to be

s5As liner
2 1s ring

2 50.22mm.

Appendix 2: AbsorptionÕDesorption of HC in the Liner
Oil Film

Early work on the influence of the liner film thickness on the
absorption/desorption process has been done by using a constant
oil film thickness on the liner@21–23#. Later studies have consid-
ered the effects of cold liner temperatures on the absorption/
desorption process, still using a spatially constant liner oil film
thickness@24,25#. A recent study by Min@26# takes into account
the spatial distribution of the oil film thickness.

These studies suggest that the absorption/desorption process
can generally be divided into two limiting regimes, dependent on
the wall temperature@24#:

• A thick layer regime: for low wall temperatures, the absorp-
tion is diffusion controlled because the penetration depth of the
fuel hydrocarbons into the oil film is smaller than the actual oil
film thickness.

• A thin layer regime: for high wall temperatures, the absorp-
tion is controlled by the oil film thickness, i.e., scales with viscos-
ity, because the penetration depth now is larger than the actual oil
film thickness. Here the total amount of oil left on the liner is
important for the absorption.

For all temperatures it is found that during one engine revolution
there is enough time for the full desorption of all fuel hydrocar-
bons stored in the oil film.

The work presented here suggests that for the top liner region
on figure ~k!, i.e., the region from the top dead center of the
compression ring to the top dead center of the oil control ring~the
first 10 mm on the liner!, the oil film thickness is very small,
ranging from 0.5 to 0.20mm, depending on the liner temperature.
This is clearly smaller than previous studies found by using the
average oil film thickness over the whole engine stroke@21–25#.
The importance of this finding is significant because calculations
made by Min show that the upper 15 percent of the cylinder liner
should be responsible for almost all the desorbed HC emissions.
This study shows that the upper part of the liner oil layer can be
assumed to be in the ‘‘thin film’’ regime at all times. Hence, the
significance of the absorption/desorption process might be less
pronounced than previous estimated.

Nomenclature

T(x) 5 liner temperature at liner positionx from the TDC
of the compression ring

Ttdc,Tbdc5 liner temperature at TDC and BDC of the compres-
sion ring

s 5 engine stroke
r 5 density of oil

k,u1 ,u2 5 parameters in the Vogel equation
m0 5 low shear dynamic viscosity
m` 5 high shear dynamic viscosity

b 5 critical shear velocity
gG 5 average shear velocity

doil 5 oil film thickness
N 5 engine rpm

s liner 5 surface roughness of the liner
s ring 5 surface roughness of the ring

D 5 binary diffusion coefficient of fuel in the oil
t 5 characteristic diffusion time
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Simulation of a Single Cylinder
Diesel Engine Under Cold Start
Conditions Using Simulink
A nonlinear dynamic model is developed in this study to simulate the overall performance
of a naturally aspirated, single cylinder, four-stroke, direct injection diesel engine under
cold start and fully warmed-up conditions. The model considers the filling and emptying
processes of the cylinder, blowby, intake, and exhaust manifolds. A single zone combus-
tion model is implemented and the heat transfer in the cylinder, intake, and exhaust
manifolds are accounted for. Moreover, the derivations include the dynamics of the
crank-slider mechanism and employ an empirical model to estimate the instantaneous
frictional losses in different engine components. The formulation is coded in modular
form whereby each module, which represents a single process in the engine, is introduced
as a single block in an overall Simulink engine model. The numerical accuracy of the
Simulink model is verified by comparing its results to those generated by integrating the
engine formulation using IMSL stiff integration routines. The engine model is validated by
the close match between the predicted and measured cylinder gas pressure and engine
instantaneous speed under motoring, steady-state, and transient cold start operating
conditions.@DOI: 10.1115/1.1290148#

1 Introduction

The design of high power-density diesel engines is influenced
by many factors that affect the engine performance, fuel economy,
and exhaust emissions. The optimization of the engine design is a
very elaborate process which involves extensive hardware modi-
fications, manufacturing and testing. Such a process is costly and
time consuming. Mathematical models are being increasingly re-
lied on to simplify and speed up the design optimization proce-
dure. Most existing engine models are nonlinear and have been
developed to predict the engine performance over a wide range of
operating conditions. They can be classified into two groups. The
focus of the first group is to predict the engine behavior at steady
state. Whereas, the second group extends the simulation of the
engine to include transient conditions. Depending on their levels
of sophistication, these models can simulate to various degrees of
accuracy the thermodynamics, gas flows, combustion process,
heat release rate, heat transfer, dynamic characteristics, and fric-
tional losses in engines@1–8#. These models can be used to pre-
dict the engine performance over a wide range of operating con-
ditions. The simulation results will serve to guide the development
of various engine components prior to their fabrication; thus, re-
ducing the time and cost of development.

Most of the work done in this area have concentrated on steady-
state models for the purpose of modifying engine design param-
eters in order to minimize emissions and maximize power and fuel
economy of the engine. However, recent regulations have im-
posed stringent emissions and fuel economy standards that can no
longer be addressed by a steady-state analysis of the engine. To
contribute towards solving this problem, the current research work
aims at developing a nonlinear dynamic model for a naturally
aspirated, single cylinder, four-stroke, direct injection diesel en-
gine, which can simulate the engine performance under transient

and steady-state operating conditions. Moreover, the capability of
the model in predicting the engine response under cold starting
conditions is examined in this study.

To develop a highly interactive engine simulation package, the
mathematical formulation of the model has been coded in modular
form that is transparent to the user. The platform used for inter-
connecting the various engine submodels is selected to be the
Simulink module of the general purpose software MATLAB. The
main advantage of the Simulink module is its capability of repre-
senting the entire engine model by an assemblage of intercon-
nected blocks. Each engine process, which is represented by a
single block, can be written in either FORTRAN or C language or
defined as an M-file irrespective of the language used in coding
other blocks. Such a format would enable the user to test any new
engine component model by simply inserting its code in the ap-
propriate block. No modification of the remaining blocks will be
required as long as the input and output vectors of the altered
block are kept the same.

The mathematical formulations, describing the various engine
processes, are presented in the next section. The Simulink engine
model along with the discussion of its numerical accuracy are
included in the third section. The qualitative validation of the
model is carried out in Section 4 by comparing the digital simu-
lation results with the experimental data that was obtained from a
single cylinder, direct-injection, research Deutz diesel engine.
Subsequently, the work is summarized and the main conclusions
are highlighted.

2 Thermodynamic and Dynamic Modeling
A nonlinear model for a naturally aspirated, single cylinder,

four-stroke, direct injection diesel engine is developed by taking
into consideration the engine thermodynamics, the dynamics of
the moving parts and the relationships with which these two en-
gine subsystems would interact. The first part of the model deals
with the flows through the intake and exhaust manifolds, intake
and exhaust valves, and blowby. In addition, it accounts for the
ignition delay, the combustion process and heat transfer. Whereas,
the second part of the model deals with the dynamics of the
piston-connecting rod-crankshaft mechanism along with the
starter dynamics and the frictional losses associated with the pis-
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SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division February 19, 1997; final revision received by the ASME Headquarters
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ton assembly, engine bearings, auxiliaries, and valve trains. The
formulations pertaining to each of these processes are briefly dis-
cussed in this section.

Flow Through a Restriction. The formulation, derived for
the computation of the mass flow rate through a restriction@6#, has
been used herein to model the flow rates across the valves and
other restrictions. The flow is assumed to be quasi-steady, one-
dimensional, and isentropic. The fluids are treated as ideal gases
with constant specific heats. Based on these assumptions, the mass
flow rate for a subsonic flow can be computed from

ṁ5cdAvPoS k

RTo
D 1/2A 2

k21 F S Ps

Po
D 2/k

2S Ps

Po
D ~k11!/kG . (1)

However, whenPs /Po<@2/(k11)#k/(k21), the flow becomes
sonic and its mass flow rate can be determined from

ṁ5cdAvPoS k

RTo
D 1/2AS 2

k11D ~k11!/~k21!

, (2)

wherecd and Av for the intake and exhaust valves are adopted
from previous work done on the same engine@3#. The discharge
coefficient is expressed as the ratio of the measured air flow to the
theoretical air flow through the intake and exhaust valves. The
measured data are obtained from static bench tests for a number of
fixed valve lifts. Whereas, the theoretical values are computed
based on an isentropic flow through an orifice with a diameter
equal to the inner seat diameter of the valve. Note that the theo-
retical values are computed under the same range of pressure drop
across the port as to the one experienced when collecting the
measured data. Moreover, the effective valve areas are determined
from the valve train geometry and the valve lift.

The effective flow areas of the blow-by model are determined
by computing the openings of the compliant piston rings. Their
corresponding discharge coefficients are assumed to be constant
and equal to 0.6.

Thermodynamic Processes: Governing Equations and As-
sumptions. Four control volumes are used in the model to rep-
resent the intake and exhaust manifolds, the combustion chamber
and the space between the piston, piston rings, and cylinder walls
~see Fig. 1!. The formulation ignores the effect of pressure waves
inside the control volumes and treats the gases as a homogeneous
mixture of ideal gases which is assumed to be at a uniform tem-
perature and pressure at each instant in time. Therefore, the in-
stantaneous state of the mixture is dependent on the temperature,
T, pressure,P, and equivalence ratio,f. Moreover, the mass flows
across the boundary of the combustion chamber, during the period
when the intake and exhaust valves are closed, are assumed to be
limited to the fuel injection and the blowby flow. In addition, the
injected fuel is assumed to instantaneously evaporate.

From the continuity equation, one can write

dm

dt
5ṁin1ṁex1ṁbb1ṁf , (3)

whereṁin , ṁex , andṁbb are determined from Eqs.~1! and ~2!.
Moreover, the implementation of the first law of thermodynam-

ics yields

d~mu!

dt
52P

dV

dt
1Q̇ht1(

j
hj ṁj , (4)

whereP(dV/dt) is the rate of work done by the piston displace-
ment.hjṁj is the energy carried out or brought in by the flowing
gas and injected liquid fuel in addition to the work required to
push the gases in or out at thej th location of the system boundary.

Applying the state equation one obtains

PV5mRT. (5)

In addition,u andR can be written as@9#

u5u~P,T,f!

R5R~P,T,f!. (6)

Moreover, the time derivative of the equivalence ratio is given by

ḟ5
11f FARs

m S 11f FARs

FARs
ṁf2f

dm

dt D . (7)

Using Eqs.~5!–~7! into Eq. ~4! and rearranging the terms, one
obtains

dT

dt
5S ]u

]T
1

P

T

]u

]P

AA

BBD 21H 2
P

m

dV

dt

1
1

m S Q̇ht1(
j

hj ṁj2u
dm

dt D 2
]u

]f

df

dt
2CCJ , (8)

where

AA511
T

R

]R

]T
BB512

P

R

]R
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CC5
P

BB F 1

V

dV

dt
2

1

m

dm

dt
2

1

R

]R

]f

df

dt G ]u

]P
.

Equations~3! and ~8! can be numerically integrated to determine
the mixture mass and temperature. The state equation can then be
used to compute the mixture pressure.

Ignition Delay. The ignition delay, ID, is dependent on the
fuel properties along with the mixture pressure, temperature and
equivalence ratio. It is estimated once per engine cycle according
to the following empirical formulation which was developed by
Hardenberg and Hase@10#:

ID 5~0.3610.22vp!expFEaS 1

RTa
2

1

17190D1S 21.2

Pa212.4D
0.63G ,

(9)

where the activation energy,Ea , is defined as

Ea5
618840

CN125
.

The mean temperature,Ta , and pressure,Pa , are computed as
follows:

Ta5TambCR0.37 Pa5PambCR1.37.

Combustion Process. A single zone combustion model is
used to describe the combustion process in the single cylinder,
direct-injection, diesel engine. The combustion process is as-
sumed to be complete and its overall effect is represented by the
apparent fuel burning rate~AFBR!. Moreover, the fuel is consid-
ered to burn in part as ‘‘pre-mixed combustion’’ and in part asFig. 1 Schematic of the engine control volumes
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‘‘diffusion controlled combustion’’@11#. These two phenomena
are assumed to start at the ignition point and proceed simulta-
neously during the combustion period. Therefore, the total fuel
burning rate can be expressed as

ṁf5ṁp1ṁd . (10)

Initially, the ‘‘pre-mixed combustion’’ is considered to consume
most of the evaporated fuel present in the combustion chamber at
the end of the ignition delay period. The combustion process is
then assumed to continue in the ‘‘diffusion controlled mode’’
only. A b term is introduced by Watson and co-workers@11# to
quantify the portion of the fuel consumed in the ‘‘pre-mixed’’
burning mode. The burning factor depends on the length of the
ignition delay period and the overall equivalent ratio prior to ig-
nition, f ig . However, it should be mentioned that, in this study,
the computation off ig was performed based on the total amount
of the injected fuel.b is defined as@11#

b5
mp

mf
5120.926f ig

0.37ID 20.26. (11)

Thus, the total burning rate can now be written in the following
nondimensional form

Ṁ f~t!5
ṁf~t!

mf /~uend2u ig!
5bṀ p~t!1~12b!Ṁd~t! (12)

t5~u2u ig!/~uend2u ig!,

where the component burning rates are written as@11#

Ṁ p~t!5c1c2tc121~12tc1!c221

(13)

Ṁd~t!5c3c4tc421 exp~2c3tc4!.

Note thatṀd is a Wiebe function and theci ’s shape factors were
determined in a previous investigation on the same engine@3#.

Heat Transfer. The heat transfer rate from the cylinder mix-
ture to the piston top, cylinder walls and cylinder head,Q̇ht , can
be obtained from

Q̇ht5aAw~Tm2Tw!, (14)

wherea, expressed in KW/m2 °K, is defined as@12#

a5130Dm̄21Pm
m̄Tm

0.7521.62m̄Fc1vp1c2

ViT1

P1V1
~Pm2Pmt!G m̄

.

(15)

The exponentm̄ is selected to be 0.8 which corresponds to turbu-
lent fluid flow in pipes. The first term in the bracket,c1vp , re-
flects the effect of the piston motion on the average gas velocity in
the cylinder.c1 is 6.18 during the scavenging period and 2.28
during the compression and expansion strokes@12#. The second
term in the bracket accounts for the additional gas velocity in-
duced by the combustion process.c2 is constant and equal to
3.2431023 m/sec °C@12#.

Engine Dynamics. Only the rigid body motion of the piston/
connecting-rod/crankshaft mechanism is considered in this work.
The connecting rod is treated as a two-lumped mass system. The
first mass is assumed to be connected to the crank-pin while the
second mass is attached to the piston assembly.

The equation of motion, derived based on the Lagrange prin-
ciple, can be expressed as@13#

~ I e1mrr
2c2!

d2u

dt2
1S mrr

2C
dC

du D S du

dt D
2

5Tgas1Tstart2Tfric2Tload, (16)

where the reciprocating mass,mr , consists of the piston assembly
mass and the mass of the reciprocating part of the connecting rod.
C can be related tou as follows:

C5sin~u!1
~r / l !sinu cosu

@12~~r / l !sinu!2#0.5. (17)

The numerical integration of the above equation yields the instan-
taneous angular velocity of the engine. Furthermore, the gas pres-
sure, used in determiningTgas, along with the angular velocity of
the crankshaft serve to couple the thermodynamics and dynamics
portions of the engine model.

Engine Starter. The general mathematical formulation for
determining the starter torque is adopted from the work done by
Poublon and his co-workers@14#

Tstarter5305 expS 20.0051
du

dt D . (18)

It should be pointed out that the numerical values appearing in the
above equation have been determined experimentally in our labo-
ratory for the Deutz diesel engine.

Engine Frictional Losses. The engine friction torque,Tfric ,
is required by the rigid body equation of motion of the piston
assembly/connecting-rod/crankshaft mechanism. The frictional
losses formulation, used herein, follows the work done by Rezeka
and Henein@15#. It accounts for the losses stemming from the
piston rings viscous and mixed lubrication regimes (Tfric

(1) and
Tfric

(2)), piston skirt hydrodynamic lubrication regime (Tfric
(3)), valve

train friction (Tfric
(4)), auxiliaries and unloaded bearing friction

(Tfric
(5)), loaded bearing friction (Tfric

(6)). The total friction torque,
Tfric , is then defined as

Tfric5(
i 51

6

a iTfric
~ i ! . (19)

The a i terms are determined by minimizing the magnitude of the
error between the predicted and the measured friction torques
@15#. The reader is referred to Appendix A for the expressions of
the Tfric

( i ) terms along with the numerical values of their corre-
spondinga i terms.

The formulations, obtained by modeling the various engine
components, have led to a set of nonlinear stiff differential equa-
tions. These equations are then numerically integrated to obtain
the simulated engine performance.

3 Simulink Engine Model
The goal for developing a diesel engine model is to come up

with a tool for assessing the overall engine performance under
transient and steady-state conditions. Such a tool has to be user-
friendly and should only require basic technical background from
its users. Furthermore, the code has to be written in modular form
that is transparent to the user. The rationale is to provide the user
with the capability of testing his/her own model of any engine
component within a framework of an overall engine simulation
package. This can be easily done by replacing the specific module
with the user’s own module, without modifying the remaining
modules as long as the input and output vectors of the new mod-
ule match those of the old one.

The platform used for interconnecting the various submodels of
the engine is selected to be the Simulink module of the general
purpose software MATLAB. Each submodel can be introduced in
the overall Simulink model of the engine as a subsystem block or
a user-definable block called S-function block. The subsystem
block representation describes the functionality of the engine sub-
system by using blocks that are readily available in the Simulink
libraries. Whereas, the S-function block representation enables
one to define the functionality of the engine subsystem in three
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different ways, namely, a FORTRAN code, a C code or an
M-script file. The latter consists of a code written based on
MATLAB built-in functions. The greatest advantage of the
MATLAB/Simulink modeling environment is its flexibility to ac-
cept submodels that are defined as an M-script file or written in
either FORTRAN or C language irrespective of the languages that
are used in coding the remaining blocks of the Simulink model.
This is because each submodel is individually compiled and
linked to a gateway routine in order to yield a MATLAB-callable
C or FORTRAN program referred to as a MEX-file. The sub-
model is then introduced in the overall Simulink model by enter-
ing the name of the MEX-file in the name field of the dialog box
of the S-function block. For further details on how to use
MATLAB/Simulink module, the reader is referred to the work of
Dabney and Harman@16#.

Once the Simulink engine model is fully constructed, the stiff
integrators that are readily available through MATLAB can be
used to generate the numerical results.

To assess the feasibility of using MATLAB as the main plat-
form for a highly interactive engine simulation package, all the
equations derived for the engine model are first coded in
FORTRAN and simultaneously integrated by using the Interna-
tional Mathematical and Statistical Library~IMSL! stiff integra-
tor. This step serves a dual purpose. First, it aids in checking the
integrity of the model after it has been imported into MATLAB.
Second, the numerical accuracy and the speed of execution of the
MATLAB stiff integrator can be compared to those of a com-
monly used and widely accepted IMSL gear stiff integrator.

Next, this study has investigated the effect of increased level of
inter-connectivity between the blocks of the Simulink model on
the execution time of the digital simulations. This was done by
developing three Simulink models for the same engine. The first
Simulink model consisted of a single S-function block. The entire
engine formulation, which was originally coded in FORTRAN
language, was complied and linked to a gateway routine in order
to generate the corresponding MATLAB-callable FORTRAN pro-
gram. The resulting MEX-file was then imported into the Sim-
ulink model by defining its name in the dialog box of the
S-function block.

The same reasoning was followed in generating the second
Simulink model, which consisted of two S-function blocks. The
original FORTRAN code for the entire engine was partitioned

into two parts. The MEX-files corresponding to the partitioned
FORTRAN code were then inserted in their respective S-function
blocks of the Simulink model.

Similarly, the entire FORTRAN code was rewritten in modular
form in order to generate the third Simulink model that consisted
of a collection of S-function blocks~see Fig. 2!. The digital simu-
lation results were then generated by using the MATLAB Adams/
Gear integration algorithm.

The numerical accuracy of the Simulink engine model is veri-
fied by the strong agreement between the IMSL results and those
generated by the single and multi-block Simulink models. Figure
3 shows the comparison between the IMSL and Simulink results
for the crankshaft speed over the first 200 cycles of an arbitrary
acceleration mode with no-load. Similarly, Fig. 4 illustrates the
pressure traces, as generated by the two numerical integrators, for
engine cycle number 200. Table 1 lists the ratios of the computa-
tion time required by a Simulink model to that of an IMSL model
for the simulation of a single engine cycle. It should be mentioned
that the data was generated based on the computational capability
of a Sun 20 workstation. Table 1 reveals that the IMSL code is
faster in generating the results than the other three engine Sim-

Fig. 2 Simulink model of a single cylinder engine

Fig. 3 Average engine speed as predicted by IMSL, Simulink
single and multi-block models

120 Õ Vol. 123, JANUARY 2001 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ulink models. Moreover, it demonstrates that the computation
time increases with the number of blocks in the Simulink model.
This may be linked to the increased data transfer among the
blocks.

It should be emphasized that this exercise serves to demonstrate
the preservation of the numerical accuracy of the results as one
moves from the IMSL environment to a more interactive and user-
friendly environment. However, no conclusion can be made at this
stage concerning the accuracy of the model in predicting the ac-
tual engine performance. This is made by comparing the theoret-
ical results with experimental data in the following section.

4 Theoretical and Experimental Results
The numerical values of the parameters in the engine model are

calibrated based on experimental data. They are listed in Table 2.
As a first step towards qualitatively validating the engine model,
the predicted and measured cylinder pressure and instantaneous
engine speed are compared in Figs. 5 and 6 under motoring con-
dition. Figure 5 shows a good agreement between the theoretical
and experimental cylinder pressure curves. Whereas, the slight
overestimation of the cylinder gas pressure during the compres-
sion stroke has resulted in a larger deceleration in the predicted
engine speed before TDC~see Fig. 6!. Moreover, the discrepan-
cies between the theoretical and measured instantaneous engine
speed curves can be attributed to inaccuracies in the friction
formulations.

Figure 7 shows a comparison between the predicted and experi-
mental cylinder gas pressure traces under firing conditions with no
load while the average engine speed was 1795 rpm. In this case,
the slight underestimation of the gas pressure during the compres-
sion stroke has resulted in an overestimation of the instantaneous
engine speed near TDC~see Fig. 8!.

Finally, the initial conditions of the simulation have been set to
mimic the cold start of the engine. This is done by setting initial
pressures and temperatures of all engine components to the atmo-
spheric pressure and to room temperature of 30 °C. Figure 9 ex-
hibits a close match between the theoretical and experimental cyl-

inder gas pressure curves. Figure 10 demonstrates the capability
of the model in qualitatively predicting the instantaneous engine
speed. The discrepancy between the theoretical and experimental
results may be due to the same reasons stated earlier as well as to
the differences in the fueling rate. Furthermore, it should be men-

Fig. 4 Cylinder gas pressure as predicted by IMSL, Simulink
single and multi-block models

Table 1 Ratios of the computation time required by a Simulink
integrator, for three different forms of the engine model, to that
of an IMSL integrator

Table 2 Engine specifications

Fig. 5 Comparison between experimental and predicted cylin-
der gas pressure under motoring

Fig. 6 Comparison between experimental and predicted in-
stantaneous engine speed under motoring
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tioned that the effect of the engine governor has been excluded
from the mathematical formulation of the model.

5 Summary and Conclusions
Stringent regulations, recently imposed on emissions and fuel

economy, cannot be addressed by a steady-state analysis of the
engine. The current research work has focused on developing a
dynamic model for a naturally aspirated, single cylinder, four-
stroke, direct injection diesel engine, which can simulate the en-
gine performance under transient and steady-state operating con-
ditions. The model accounts for the filling and emptying processes
of the cylinder, blow by, intake and exhaust manifolds. A single
zone combustion model is implemented and Woschni’s formula-
tion is used to determine the heat transfer between the cylinder
charge and its boundaries. The derivations include the dynamics
of the crank-slider mechanism and employ an empirical model to
estimate the instantaneous frictional losses in different engine
components.

In this study, a user friendly and interactive engine simulation
package has been developed. This is done by coding the formula-
tion in modular form whereby each module represents a single
process in the engine. The entire engine model is defined by an
assemblage of interconnected blocks within the Simulink module
of the general purpose software MATLAB. Such a format would
enable the user to test any new engine component model by sim-
ply inserting its code in the appropriate block. No modification of
the remaining blocks will be required as long as the input and
output vectors of the altered block are kept the same. The numeri-
cal accuracy of the Simulink model is verified by comparing its
results to those generated by commonly used IMSL stiff integra-
tion routines. Furthermore, this study demonstrates that the IMSL
code is faster than the Simulink engine models in generating the
numerical results. Moreover, the computation time is proven to
increase with the number of blocks used in the Simulink model.
This may be linked to the increased data transfer among the
blocks.

Next, the model is tested under motoring, steady-state and tran-
sient operating conditions. The validation of the model is demon-
strated by the agreement between the predicted and experimental
results of the cylinder pressure and the instantaneous engine
speed. The discrepancies in the results are linked to unmodeled
system dynamics and inaccuracies in the adopted values of the
engine model parameters.

Future research work will aim at including in the model some
of the engine processes that are excluded from the current formu-
lation, taking into consideration the effect of the governor, im-
proving the accuracy of the numerical values of the model param-

Fig. 7 Comparison between experimental and predicted cylin-
der gas pressure under firing

Fig. 8 Comparison between experimental and predicted in-
stantaneous engine speed under firing

Fig. 9 Predicted and experimental cylinder gas pressure dur-
ing cold starting: „a… simulation results and „b… experimental
results

Fig. 10 Comparison between experimental and predicted tran-
sient engine speed
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eters, extending the model to multi-cylinder engines, and
simulating the engine performance under different ambient
temperatures.
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Nomenclature

Av 5 cross sectional area of the restriction~m2!
Aw 5 surface area of the cylinder walls, piston top and cyl-

inder head~m2!
cd 5 discharge coefficient

CN 5 fuel cetane number
CR 5 compression ratio

D 5 cylinder bore~m!
FARs 5 stoichiometric fuel-air ratio

G 5 number of intake or exhaust valves per cylinder
h 5 clearance between the piston skirt and the cylinder

liner ~m!
hi 5 enthalpy of the flux at thei th location of the system

boundary~kJ/kg!
I e 5 mass polar moment of inertia of the crankshaft, fly-

wheel, main gear and the rotating part of the con-
necting rod~kg.m2!

k 5 ratio of specific heats
K 5 dummy number indicating the angle of the crank
l 5 length of the connecting rod~m!

Ls 5 spring load~N!
M 5 length of the piston skirt~m!
m 5 total mass of the cylinder contents~kg!

ṁbb 5 blowby mass flow rate~kg/s!
ṁd 5 fuel burning rate in the diffusion controlled mode

~kg/s!
ṁex 5 mass flow rate through the exhaust valve~kg/s!
ṁf 5 mass rate of the injected fuel~kg/s!
ṁi 5 mass flow rate crossing the system boundary at the

i th location ~kg/s!
ṁin 5 mass flow rate through the intake valve~kg/s!
ṁp 5 fuel burning rate in the pre-mixed mode~kg/s!
nc 5 number of compression rings
no 5 number of oil rings
P 5 pressure~kPa!

Pe 5 elastic pressure of the ring~N/m!
Pmt 5 instantaneous cylinder pressure during a motoring

cycle ~kPa!
Q̇ht 5 rate of heat transfer to the walls of the combustion

chamber~KW!
R 5 gas constant~kJ/kg.°K!
r 5 crank radius~m!

r c 5 journal bearing radius~m!
T 5 temperature,~°K!

Tfric 5 friction torque~N.m!
Tgas 5 torque generated by the gas pressure in the cylinder

~N.m!
Tload 5 load torque~N.m!
Tstart 5 Starter torque~N.m!

u 5 internal energy of the material contained inside the
combustion chamber~kJ/kg!

Vi 5 instantaneous cylinder volume~m3!
vp 5 average piston speed~m/s!
w 5 ring width ~m!
m 5 oil film viscosity ~Pa.s!
f 5 equivalence ratio

u 5 crank angle~radian!
v 5 instantaneous angular velocity of the crankshaft~rad/

sec!

Subscripts

c 5 indicates that the variable is evaluated under the cyl-
inder conditions

e 5 denotes that the variable is evaluated under the ex-
haust manifold conditions

end 5 indicates that the variable is evaluated at the end of
the combustion process

i 5 indicates that the variable is evaluated under the in-
take manifold conditions

ig 5 denotes that the variable is evaluated at the moment
prior to ignition

m 5 denotes the cylinder mixture
o 5 indicates that the variable is evaluated at stagnation

conditions
s 5 indicates that the variable is evaluated under static

conditions
w 5 denotes a variable associated with the bounding sur-

faces of the cylinder contents
1 5 indicates that the variable is evaluated under cylinder

conditions at the moment when the intake valve
closes

~•! 5 a dot above a variable denotes a mass flow rate

Appendix A
The total friction torque is treated as a linear combination of the

friction torques of the various engine components. This appendix
provides the expressions for theTfric

( i ) terms along with the numeri-
cal values of thea i weighting factors as defined by Rezeka and
Henein @15#. The friction torque induced by the hydrodynamic
lubrication regime of the piston rings is given by

Tfric
~1!5@mvp~Pe1Pgas!w#0.5D~n010.4nc!r uKu. (A1)

The friction torque due to the mixed lubrication regime at the
piston rings is

Tfric
~2!5pDncw~Pe1Pgas!@12usinuu%r uKu. (A2)

The friction torque resulting from the hydrodynamic lubrication
regime of the piston skirt is

Tfric
~3!5m

vp

h
DMrK . (A3)

The valve train friction torque is

Tfric
~4!5GLsr uKu~v!21/2. (A4)

The auxiliaries and unloaded bearing friction torque is defined as

Tfric
~5!5mv. (A5)

The loaded bearing friction is obtained from

Tfric
~6!5

p

4
D2r cPgasucosuu~v!21/2. (A6)

The numerical values of the weighting coefficients are

a1523 a250.252 a351.0
(A7)

a450.26 a559.6 a650.5.
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Use of an Electrically Heated
Catalyst to Reduce Cold-Start
Emissions in a Bi-Fuel Spark
Ignited Engine
Reduction of cold-start emissions using electrically-heated catalyst (EHC) technology
was the focus of this work. Comprehensive emission measurements of CO, CO2 , NOx ,
and total hydrocarbons (THC) are reported for a spark-ignited engine operated on base-
line gasoline and compressed natural gas (CNG). Electric heating times of 0, 20, and
40 s with and without secondary air injection were investigated. The 40-second electric
catalyst heating with secondary air injection scenario yielded the greatest catalyst system
(EHC1OEM three-way catalyst) conversion efficiencies for THC, CO, and NOx for gaso-
line and natural gas fueling. Electric catalyst heating coupled with secondary air injec-
tion significantly improved THC and CO emissions for gasoline fueling. THC oxidation
was difficult for CNG fueling due to the high content of nonreactive methane in the fuel.
The independence of NOx emissions on heating time was demonstrated for all fueling
cases. @DOI: 10.1115/1.1340640#

Introduction
In addition to strategic and economic concerns, the increase in

global petroleum consumption has generated serious environmen-
tal concerns regarding urban air pollution in the United States.
The three major pollutants generated by internal combustion en-
gines ~CO, NOx , and THC! all play major roles in ozone and
photochemical smog formation plus global warming.

The contribution of emissions from on-road vehicles to national
pollutant levels of CO, NOx , and VOC is substantial.~VOC, or
volatile organic compounds, are associated with the EPA’s ambi-
ent air standards.! On-road vehicles are divided into four major
categories:~1! light-duty gasoline vehicles and motorcycles,~2!
light-duty gasoline trucks,~3! heavy-duty gasoline trucks, and~4!
diesels@1#. Overall levels of on-road vehicle emissions are domi-
nated by light-duty gasoline vehicle~LDGV! emissions. A sum-
mary of the national emissions reported for 1994 for CO, NOx ,
and VOC is given in Table 1. The contribution of LDGV emis-
sions to the on-road vehicle totals for CO, NOx , and VOC is also
included in the following table@1#. Examination of the data re-
veals the importance of on-road vehicles, in particular light-duty
gasoline vehicles, to overall emission levels in the United States.
Although CO, NOx , and VOC pollutant levels have recently sta-
bilized, it is predicted that continual increases in vehicle miles
traveled ~VMT ! will continue to offset pollutant conversion
improvements.

Research Motivations
Several forms of legislation by federal and state governments

~primarily California! have placed emission limits on light-duty
vehicles based on model year. In Table 2, the emission limits
defined by the EPA for light-duty vehicles dating from the 1980
model year are presented in units of grams per mile. The lowered
emissions standards in 1994 were a result of the Clean Air Act
Amendments in 1990 which called for significant reductions in
vehicle tailpipe emissions. The emission limits are applicable to
vehicles at 50,000 and extended to vehicles at 100,000 miles.

The State of California has adopted a stricter ‘‘tier’’ legislation
in order to combat the severe environmental problems caused by
elevated vehicle emissions in urban areas such as Los Angeles.
The emission standards, or tiers, are designated by transitional,
low, ultra-low, and zero emission vehicle labels~TLEV, LEV,
ULEV, and ZEV, respectively!. Automobile manufacturers will
be required to meet each of these regulation levels in increasing
percentages with the passage of time. Tables 3 and 4 present the
tier legislation adopted by the California Air Resources Board, or
CARB, for light-duty vehicles for 50,000 and 100,000 miles, re-
spectively. Note that CARB expresses its regulated hydrocarbon
standard in terms of nonmethane organic gases~NMOG!. ~NMOG
totals are adjusted for the reactivity of individual hydrocarbon
species, whereas NMHC totals are not.!

In order to meet these stricter emission regulation laws and
avoid possible penalties for noncompliance, substantial improve-
ments will be required by automobile manufacturers in the areas
of engine management and catalyst system performance. One par-
ticular area of interest is the reduction of tailpipe emissions gen-
erated at engine cold-start conditions. At cold start, the standard
three-way catalytic converter in current vehicles~i.e., 1992 and
later models!, requires approximately one minute of hot exhaust
flow in order to reach operating or ‘‘light-off’’ temperature. Once
light-off conditions are reached, catalyst conversion efficiencies
attain very high values. However, during the first minute of cold
engine operation, the standard catalyst system accomplishes es-
sentially no pollutant conversion and CO, NOx , and THC emis-
sions are released to the atmosphere at near engine-out levels. It
has been estimated that upwards of 75 percent of harmful CO and
unburned hydrocarbon vehicle emissions occur during this initial
period of cold behavior@2#. Therefore, identifying, testing, and
implementing a viable solution to cold-start emissions reduction
could assist future emissions regulation compliance.
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Research Objectives
The overall objective of this research work was to evaluate the

cold-start emission characteristics of a CNG/gasoline bi-fuel en-
gine equipped with an electrically-heated catalytic converter
~EHC!, a stock three-way catalytic converter~TWC!, and second-
ary air injection. The specific research goals were as follows:

• Develop an experimental setup capable of testing an EHC
and supplying secondary air injection.

• Evaluate the emission levels for various cold-start electric
heating and secondary air injection strategies for gasoline and
CNG fueling.

• Determine the best cold-start emissions reduction strategy for
bi-fuel operation.

EHC Operational Principles
Although numerous different designs exist for the EHC, the

basic aim common to all design types is the reduction of the time
required for catalyst light-off. In general, an exhaust system con-
taining an EHC possesses three means for heating the catalyst:~1!
electrical energy delivered to the EHC,~2! sensible energy of the
exhaust feed stream which depends on exhaust temperature and
mass flow rate, and~3! chemical energy liberated in the exother-
mic ~energy-releasing! catalytic reactions once light-off tempera-
ture and stoichiometric composition are reached@3#. The rela-
tively cold temperature of the exhaust gas passing through the
catalyst system during the initial time of cold-start engine opera-
tion can limit the contribution of sensible energy to catalyst heat-
ing. Therefore, utilizing the chemical energy available from cata-
lytic reactions is a potential option for achieving faster catalyst
light-off and reduced cold-start emission levels.

Injecting a small amount of air just upstream of the catalyst
system is referred to as secondary air addition. During the initial
cold start period, the engine may operate slightly rich during this
period and the addition of the secondary air promotes oxidation
reactions in the catalyst which leads to earlier light-off and thus
lower levels of cold-start emissions. Simplistic in theory, the EHC
dissipates electrical power through resistance heating in a short
amount of time by drawing electrical current through its metallic

substrate. However, implementation of these concepts on an ac-
tual vehicle has raised serious questions regarding power control
issues and economic viability.

Whittenberger and Kubsh@4# designed an on-board power con-
troller that delivered 750 amps of current at 12 V to the monolith-
shaped metallic substrate of an EHC. By combining precrank and
postcrank electric heating, the substrate temperature reached light-
off condition @350°C~662°F!# in less than 30 s. Hydrocarbon and
carbon monoxide Bag 1 FTP~cold transient phase! emissions
were reduced more than 50 percent, compared to results obtained
using a standard ceramic-supported TWC. Testing conditions in-
cluded normal ambient~75°F! and cold ambient~21°F! tempera-
tures, gasoline fueling, plus the addition of secondary air just up-
stream of the EHC.

Instead of a precrank/postcrank combination heating strategy,
Gottberg et al.@5# reported best light-off performance and hydro-
carbon emissions reduction using only postcrank EHC heating.
With secondary air added, light-off temperature was achieved in
less than 20 s. The experimental setup for their work used a 12 V,
600 CCA ~cold-cranking amps! battery for the energy supply, a
high power electronic switch capable of carrying 400 A, required
power cables, and a software controller unit. This control unit
performed several duties, including temperature- or time-
controlled electric heating and operation of the secondary air
pump. In addition, the control unit monitored the integrity of the
EHC and its temperature sensor. To optimize HC and CO oxida-
tion at cold-start, secondary air injection was halted as soon as
light-off temperature was achieved in order to avoid over-leaning
the exhaust gas. This point in time was termed the Air Cut Point
~ACP!.

The EHC system configuration employed by Kaiser Maus,
Swars, and Bruck@6# consisted of a heated element, a second
light-off catalyst, and a third main catalyst. Substrate matrix di-
ameter, substrate cell density, and catalyst volume increased in the
direction of flow with each passing catalyst portion. An alternative
to this cascade design was investigated by Brunson, Kubsh, and
Whittenberger@7#. Instead of separated EHC and light-off cata-
lysts, a single-core cascade arrangement was designed which in-
corporated both components into one metallic core. Subsequently,
the EHC mass and energy demand were reduced, thereby adding
flexibility to the heated zone design. The close coupling between
the two catalyst zones allowed for improved heat transfer charac-
teristics and faster achievement of light-off temperature. Further-
more, the EHC electrical system design was simplified. Although
the single-core approach yielded compatible cold-start HC emis-
sions reduction to a two-core cascade at lower energy levels, the
authors identified the long-range mechanical durability of this de-
sign as an area for future research.

The EPA sought to test the viability of the EHC in a battery of
FTP emissions tests conducted on a CNG-fueled vehicle@8#. The
EHC was formulated especially for methane oxidation, as were
two other main catalysts that were tested. However, the EHC was
not coupled with a larger main catalyst as is the standard practice
in EHC system design. A current of 500 A was drawn for 20 s of
precrank and 40 s of postcrank resistive heating, and approxi-
mately 142 l per minute of secondary air was injected for 60 s. For
the cold transient phase of the FTP, electrically heating the EHC
reduced CH4, NMHC, and CO emissions while slightly raising
NOx emissions compared to no heating results. Addition of sec-
ondary air adversely affected CH4, NMHC, and CO emissions,
probably due to the air’s cooling effect and subsequent catalyst
light-off delay; NOx was virtually unchanged from secondary air
injection.

Experimental Facilities
Experimental facilities required for this work included~1! the

engine and dynamometer test stand,~2! the catalytic converters,
~3! the secondary air injection system,~4! the emissions bag sam-
pler, ~5! the emissions analyzers,~6! the natural gas conversion

Table 2 EPA Emission limit summary for light-duty vehicles
„grams per mile …

Notes:~a! These standards apply to vehicles at 50,000 miles.~b! For vehicles at
100,00 miles.~c! These limits are for nonmethane hydrocarbons, or NMHC.

Table 3 Carb emission limit summary for light-duty vehicles
with 50,000 miles „grams per mile …

Table 4 Carb emission limit summary for light-duty vehicles
with 100,000 miles „grams per mile …
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system, and~7! the data acquisition systems. The overall facility
development was to be capable of transient emissions testing un-
der a controlled environment which would allow broad compari-
sons to be made using the electrically-heated catalyst system with
either gasoline or compressed natural gas~CNG! fueling.

A four cylinder 2.2 l spark-ignited 1994 General Motors engine
was used for this work. This engine possessed multiport fuel in-
jection, feedback closed-loop fuel control, electronic spark timing,
and exhaust gas recirculation. Proper engine operation was main-
tained by the electronic control module~ECM!. A Model SF-901
programmable water brake dynamometer manufactured by the Su-
perFlow Corporation was coupled to the engine. In addition to its
transient test capabilities, the SF-901 provided several support
systems for the engine, including engine cooling via a shell-in-
tube heat exchanger, engine instrumentation, and an operator in-
terface via a remote control console.

Major modifications to the exhaust system were required. The
stock three-way catalytic converter~TWC! manufactured by AC
Rochester~now Delphi Automotive Systems! was located ap-
proximately 1.5 meters downstream of the exhaust manifold. An
electrically-heated catalyst manufactured by Emitec was used.
Comprised of two distinct portions, the Emitec EHC is actually a
converter system. The first small-volume portion contains the
EHC heater while the second larger volume portion contains the
EHC light-off section. Table 5 summarizes the important physical
characteristics of the TWC and EHC.

In order to optimize heat transfer from the EHC to the exhaust
gas, the EHC unit was installed just upstream of the TWC. A
photograph of the EHC/light-off unit incorporated in the catalyst
system is shown in Fig. 1. To provide a consistent power supply
to the EHC heater matrix, two heavy duty commercial batteries
connected in parallel~separate from the engine electrical system!
were utilized. A simple switching mechanism was then designed
to carry the high current~approx. 150 A! to the EHC. Also, sec-
ondary air was delivered upstream of the EHC at a flow rate of
approximately 125 l per minute for one minute after engine crank
to aid CO and THC oxidation.

Exhaust emissions were collected in a mobile bag sampler and
their molar fractions measured~in parts per million or percent

volume! using an NOx analyzer ~chemiluminescence detector!,
CO2 and CO analyzers~infrared detectors!, an O2 analyzer~para-
magnetic oxygen measurement!, plus a hydrocarbon analyzer
~flame ionization detector!. A sample gas conditioner was used to
filter and dry exhaust samples~except THC! prior to measure-
ment. To study instantaneous trends in emission concentrations
and exhaust temperatures, existing data acquisition systems were
modified and used for this work.

Another key facility component was the Gaseous Fuel Injection
~GFI! natural gas conversion kit. It allowed for either gasoline or
compressed natural gas~CNG! fueling based on the position of a
selector switch mounted on the engine test stand. Replacement of
the stock oxygen sensor with a heated one was the lone modifi-
cation performed on the test engine. Two fiberglass-wrapped alu-
minum tanks with displacement volumes of 2364 cubic in. each
provided CNG storage at 3000 psig. In order to decrease the fuel
pressure from tank storage level to proper injection level, a high
pressure single stage regulator was used. The GFI compuvalve
~computer/metering valve combination! performed speed density
calculations and controlled the amount of fuel injected into the
engine’s intake air stream. A PC interface allowed system calibra-
tion and monitoring.

Testing Procedures
Since the EHC is aimed at reducing cold-start engine emissions,

only cold-start engine tests were performed for this work. The
following criteria were minimum requirements for the achieve-
ment of cold-start conditions in the I.C. Engines lab:

• Six hours from completion of the previous engine test.
• Manifold, engine oil, fuel, and cooling water temperatures

equal to lab ambient air temperature~which was approximately

Fig. 1 Catalyst system Fig. 2 Transient test cycle speed and load specifications

Table 5 Catalyst technical information
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24°C during testing!. Engine oil temperatures were measured in
the oil pan and engine coolant temperatures were measured in the
engine block and heat exchanger.

The engine speed and brake torque schedule used in testing is
shown in Fig. 2. The frequency of the transient speed and load
changes were taken from the first 505 s of the FTP-75~Bag 1!, the
standard test cycle for light-duty vehicles in the United States
developed by the EPA. FTP-75 tests are performed on actual test
vehicles by utilizing a chassis dynamometer, whereas for this
work a test engine was coupled to a water brake dynamometer.
Therefore, emission results generated from this work should not
be interpreted as FTP results. Also, direct comparisons between
the results of this work and current emission regulations and stan-
dards should not be made.

Engine stock fueling rates were used for gasoline tests. In gen-
eral, an engine with a TWC system operates very near stoichio-
metric equivalence ration utilizing closed-loop control for this
purpose. In the case of natural gas fueling, the conversion kit used
appeared to operate slightly lean of stoichiometric fueling. There-
fore, a few additional tests were conducted with slightly enriched
fueling ~near stoichiometric!, and those results are also reported.

Data Analysis
The dependent variables for the cold-start engine tests were the

concentrations of NOx , CO2, CO, O2, and total hydrocarbons
~THC! in the exhaust gas. Sampling location~before EHC or after
TWC!, fuel type~gasoline or CNG!, EHC heating time~0, 20, or
40 s!, and secondary air injection~yes or no! were chosen as the
independent variables. For each testing condition, multiple engine
tests were conducted to establish repeatability. Statistical meth-
ods, including Chauvenet’s criterion and the Studentt statistic,
were used to construct confidence intervals for the results.

In order to convert dry molar fractions~raw data! into units of
grams per mile, several calculations were made. The details of
these calculations are omitted here. A cycle distance of 5.60 miles
was chosen for all emissions calculations. Consistent use of this
number allows comparative results discussions involving gasoline
and CNG fueling. The methodology used in determining the SF-
901 cycle distance and procedures for calculating mass emissions
from the measured mole fractions can be found in Ref.@9#.

Any dilution effects on the bag samples from the secondary air
injection would be slight as the amount of injected air was on the
order of one percent of the engine intake air. The CO2 data con-
firmed no significant secondary air dilution effects for the cases
with and without the secondary air. The OEM engine spark tim-

ings were used in all testing reported here. Catalyst system con-
version efficiencies were calculated for each emission constituent
using the following equation:

hcatalyst5S 12
after catalyst concentration

before catalyst concentrationD •100 percent.

(1)

Results and Discussion
All cold-start engine tests followed the transient test cycle de-

scribed earlier~see Fig. 2!. Emissions sampling was taken before
the EHC~engine-out emissions! and after the TWC using a bag
sampler. Data acquisition systems were used in order to generate
emission concentrations~in units of parts per million, or ppm! as
a function of test cycle time~ie. continuous or ‘‘real time’’ sam-
pling. For certain testing scenarios, secondary air was supplied
upstream of the EHC at a volumetric flow rate of approximately
125 l per minute for 60 s. Table 6 provides a comprehensive
summary of bag emission results reported in units of grams per
mile for each testing scenario.

The following discussion is organized in two main sections.
The first section presents and discusses emission results obtained
from gasoline fueling, while the second section explores emission
results from CNG fueling~stock and enriched!. The effects of
electric catalyst heating and secondary air injection are investi-
gated for all fueling cases. Real time plots for THC, CO, and NOx
emissions are presented in Figs. 3–5 for gasoline fueling and in
Figs. 6–8 for CNG fueling~with respect to gasoline fueling!.

Gasoline Case Results. Electrically heating the catalyst with-
out the aid of secondary air injection had very little effect on
THC, CO, and NOx emissions. As can be seen in Table 6, the bag
emission results for CO and NOx emissions are statistically
equivalent for the three heating scenarios~0, 20, and 40 s!. For
THC emissions, a modest 23 percent reduction was realized for 40
s electric heating compared to no heating. At cold-start, the engine
operates in open-loop mode for approximately one minute due to
the cold oxygen sensor. Consequently, the intake mixture is fuel
rich, which translates into an oxygen deficiency for the exhaust
gas. As a result, THC and CO oxidation are inhibited. Two factors
which directly increase NOx formation in the cylinders,~1! high
combustion temperatures and~2! slightly lean conditions, are not
present at cold-start. Therefore, the relatively low concentration of
NOx at cold-start, compared to CO and THC concentrations, es-
sentially eliminates the direct effect of electric heating on overall
NOx levels. This trend can be seen in Fig. 3, in which after cata-

Table 6 Comprehensive bag emission results with 95 percent confidence levels
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lyst NOx levels are basically indiscernible for the three heating
scenarios. The same behavior was exhibited with the addition of
secondary air injection. As the air-to-fuel ratio in the exhaust is
shifted lean due to air injection~which aids CO and THC oxida-
tion, two vital components for NOx reduction!, the NOx reduction
efficiency decreases.

The exhaust gas composition delivered to the catalyst system
during the first one or two minutes of engine operation was still
fuel-rich, independent of the quantity of electric energy that was
added to the stream. Injecting secondary air upstream of the EHC
to the rich exhaust would lean the exhaust and quicken the
achievement of light-off conditions for THC and CO. Indeed, the

Fig. 3 NOx concentration in ppm and brake torque as func-
tions of time for gasoline fueling, before and after catalyst sam-
pling, 0, 20, and 40 s electric catalyst heating, without second-
ary air injection

Fig. 4 CO concentration in ppm and engine speed as func-
tions of time for gasoline fueling, before and after catalyst sam-
pling, 0, 20, and 40 s electric catalyst heating, with secondary
air injection at approximately 125 lpm for 60 s

Fig. 5 THC concentration in ppmC and engine speed as func-
tions of time for gasoline fueling, before and after catalyst sam-
pling, 40, s electric catalyst heating, with and without second-
ary air injection at approximately 125 lpm for 60 s

Fig. 6 THC concentration in ppmC and engine speed as func-
tions of time for gasoline and CNG fueling, after catalyst sam-
pling, 0 s electric catalyst heating, without secondary air injec-
tion, stock, and enriched CNG fueling

Journal of Engineering for Gas Turbines and Power JANUARY 2001, Vol. 123 Õ 129

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



effectiveness of electric heating was significantly improved when
used in conjunction with secondary air. This trend is evident in
Fig. 4, in which CO emissions are plotted for the first 150 s of the
test cycle~30,000 ppm was the upper limit of the CO analyzer!.
For the 20 and 40 s heating cases, the energy available at the EHC

and excess oxygen supplied from secondary air injection were
sufficient to initiate and sustain CO oxidation during open-loop
behavior. Bag emission results support this fact, with 20 and 40 s
heating reducing CO emissions by 33 and 41 percent, respec-
tively, compared to no heating. Similar results were obtained for
THC emissions, as 20 and 40 s heating yielded emission reduc-
tions of 26 and 37 percent, respectively, compared to no heating.
Furthermore, the 40 s heat with secondary air case reduced THC
and CO emissions by 50 and 54 percent, respectively, compared
to the no heat, no secondary air case.

A direct comparison between heating with and without second-
ary air injection for THC emissions is found in Fig. 5 for the 40 s
heating scenario. The presence of exothermic THC oxidation re-
actions during open-loop behavior was evident for the test run
involving secondary air injection, as THC concentration consis-
tently declined during the first minute of engine operation and
continued decreasing even after the termination of electric heating
and air injection~recall that secondary air injection was termi-
nated after one minute of engine operation!. The energy released
from oxidation then served to heat the catalyst system and sustain
light-off conditions. Similar trends were observed for CO
emissions.

Natural Gas Case Results. Two fueling cases were investi-
gated for CNG. First, the engine was operated in the stock fueling
mode of the GFI kit, in which no changes were made to the
factory calibration. As will be discussed, this fueling scenario re-
sulted in lean behavior~slightly leaner than stoichiometric equiva-
lence ratio! and elevated NOx emissions. In an attempt to improve
NOx emissions throughout the test cycle, the GFI stock calibration
data was modified to deliver a slightly more rich fuel/air mixture.
Although THC and CO emissions would increase from this strat-
egy, the catalyst system was expected to handle this increase and
help NOx reduction. The following CNG results discussion is pre-
sented in two sections corresponding with the two conversion kit
fueling modes. Comparative emission plots between gasoline and
both CNG fueling modes are found in Figs. 6–8.

Stock Fueling. Due to the low reactivity and high content of
methane in the CNG used for this work~approximately 98.5 per-
cent by volume!, THC emissions were extremely difficult to oxi-
dize for natural gas fueling. As a result, electric catalyst heating
with and without secondary air injection proved ineffective in
reducing THC emissions from the no heat, no secondary air test
case~see Table 6!.

On the other hand, after catalyst CO emissions were reduced to
extremely low levels for the stock CNG fueling case. Catalyst
system conversion efficiencies of 94, 96, and 98 percent~see Eq.
~1!! were realized for 0, 20, and 40 s electric catalyst heating,
respectively, without secondary air injection. These efficiencies
translated into emission values of 0.58, 0.36, and 0.21 g per mile
for the engine test cycle used in this work. Compared to their
gasoline counterparts of 4.61, 3.07, and 2.70 g per mile with sec-
ondary air injection, the lean nature of the GFI kit in stock fueling
mode was evident. Although this lean nature contributed to de-
creasing CO emissions relative to gasoline levels, the EHC system
still proved an effective tool in facilitating CO oxidation for this
fueling mode. Specifically, electrically heating the catalyst for 40
s and adding secondary air for 60 s reduced CO emissions by 71
percent compared to the no heat, no secondary air test case.

NOx reduction for CNG fueling relies mainly on the concentra-
tion of CO in the exhaust gas. Substantially lowered CO emis-
sions, therefore, are detrimental to NOx reduction and low conver-
sion efficiencies are the result. Indeed, bag emission results~Table
6! proved this fact as NOx emissions were statistically equivalent
for all heating cases with and without secondary air injection.
Catalyst conversion efficiencies no greater than 47 percent were
realized for NOx emissions in the GFI stock fueling mode.

Enriched Fueling. The GFI stock fueling calibration file was
modified to deliver a two percent richer~compared to stock fuel-

Fig. 7 CO concentration in ppm and engine speed as func-
tions of time for gasoline and CNG fueling, after catalyst sam-
pling, 0 s electric catalyst heating, without secondary air injec-
tion, stock, and enriched CNG fueling

Fig. 8 NOx concentration in ppm and brake torque as func-
tions of time for gasoline and CNG fueling, after catalyst sam-
pling, 0 s electric catalyst heating, without secondary air injec-
tion, stock, and enriched CNG fueling
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ing! fuel-air mixture to the engine. Confidence intervals for the
enriched results were not calculated due to the lesser number of
test runs~1–2! performed, compared to stock fueling results~3–4
test runs!. Therefore, care should be exercised when drawing con-
clusions concerning these results. Two test cases,~1! no heat with-
out secondary air and~2! 40 s heat with secondary air, were ana-
lyzed for enriched fueling. Figures 6–8 present direct
comparisons for THC, CO, and NOx emissions, respectively, for
all three fueling modes~gasoline, stock CNG, and two percent
enriched CNG!.

By increasing the amount of CNG fuel delivered to the cylin-
ders for combustion, the concentration of THC in the exhaust was
expected to increase. A modest after catalyst emission increase of
10 percent was realized for test case~2! compared to stock fuel-
ing. For test case~1!, the THC emission values were statistically
equivalent for CNG stock and enriched fueling. Compared to
gasoline fueling, THC emissions for test case~1! were similar,
with only an 18 percent increase realized for enriched CNG fuel-
ing. This trend is shown in Fig. 6. The initial spikes experienced
for both CNG fueling modes are quickly counteracted by the GFI
kit as closed-loop fueling is attained approximately 20 s after
engine crank~from experimental observation!. The reason for the
faster transition to closed-loop operation was not investigated, but
was perhaps in part due to the use of an electrically heat oxygen
sensor in the GFI conversion system. For test case~2!, THC emis-
sions were increased 77 and 95 percent for stock and enriched
CNG fueling, respectively, compared to gasoline fueling. How-
ever, the high concentration of nonreactive methane in the CNG
exhaust lessens the severity of these increases. The EHC system
was moderately successful in improving THC oxidation during
enriched CNG fueling as test case~2! reduced THC emissions by
only 17 percent compared to test case~1!.

For test cases~1! and ~2!, after catalyst CO emission increases
of 179 and 477 percent were realized, respectively, compared to
stock CNG fueling results. These large increases should not be
viewed as severely detrimental to CO emissions due to the ex-
tremely low CO levels associated with CNG stock fueling. The
‘‘relative’’ increase is shown in Fig. 7 along with gasoline CO
emissions. Furthermore, the enriched catalyst conversion effi-
ciency for CO was comparable to the efficiencies generated from
stock fueling. Specifically, CO conversion efficiencies of 88 and
93 percent resulted for test cases~1! and ~2!, respectively, com-
pared to 94 and 98 percent for the CNG stock fueling counter-
parts. The EHC system again aided CO oxidation, although not to
the extent as seen with stock CNG fueling. Compared to test case
~1!, CO emissions were reduced 40 percent for test case~2!.

By enriching the intake CNG fuel-air mixture and thus increas-
ing the CO content of the exhaust, the reduction of NOx was
vastly improved compared to CNG stock fueling. After catalyst
NOx emission decreases of 90 percent were realized for both test
cases compared to the stock fueling runs, thus approximately dou-
bling the catalyst conversion efficiencies. The importance of the
fuel management system for the engine is clearly evident from
these results. The difference between NOx emissions for gasoline
and CNG fueling~both modes! is shown in Fig. 8. As was seen
with stock CNG and gasoline fueling, cold-start NOx emissions
reduction was independent of EHC heating and secondary air in-
jection for the two percent fueling enrichment test runs. A com-
posite NOx total of 0.08 g per mile was obtained for both test
cases~see Table 6!.

Summary and Conclusions
Cold-start emissions reduction in a gasoline/CNG bi-fuel spark

ignited engine using an electrically-heated catalyst with secondary
air injection was the focus of this work. The following summary
statements and conclusions are offered.

1 Forty-second electric catalyst heating with secondary air in-
jection yielded the maximum average catalyst conversion efficien-
cies for gasoline and CNG testing for this test configuration. Av-
erage catalyst conversion efficiency is defined as the mean
between THC, CO, and NOx conversion efficiencies for a particu-
lar test scenario~e.g., stock CNG fueling, 20 s electric heat, with-
out secondary air injection!;

• gasoline: 86 percent catalyst efficiency,
• stock CNG: 75 percent catalyst efficiency;
• enriched CNG: 91 percent catalyst efficiency.

2 For THC and CO oxidation, secondary air injection increased
the effectiveness of EHC heating~gasoline fueling! by delivering
a lean mixture to the catalyst system.

3 Electric heating was ineffective in reducing NOx emissions
~with and without secondary air injection! for all fueling cases.
NOx is not a major concern at cold-start due to lower combustion
temperatures and rich fuel-air mixtures~open-loop operation!.
Therefore, electric heating has little impact on overall NOx levels.

4 The stock CNG fueling for the GFI kit appeared to be
slightly lean of stochiometric fueling, thus resulting in very low
CO emissions and ineffective NOx reduction.

5 By slightly enriching the CNG fueling~to near stoichio-
metric! substantially reduced NOx emissions were achieved while
slightly raising after catalyst CO emissions compared to stock
fueling.

6 After catalyst THC emissions were comparable for all fuel-
ing cases. THC oxidation was more difficult for CNG fueling due
to the high content of nonreactive methane in the exhaust.

7 The EHC/TWC system was adaptable to either gasoline or
natural gas fueling.

8 The dominating influence from on-road vehicles on overall
emission statistics drives the need to reduce vehicle cold-start
emissions. The environmental benefits of a viable cold-start emis-
sions reduction strategy for cars and trucks are paramount.
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Fuel Composition Effects on
Emissions From a Spark-Ignited
Engine Operated on Simulated
Biogases
Measurements are reported for a spark-ignited (SI) engine burning natural gas and three
simulated biogas fuels (natural gas, CO2 , and N2 mixtures). Exhaust concentrations of
CO, CO2 , O2 , NOx , and unburned hydrocarbons, as well as brake power and brake
specific energy consumption, were measured. Leaner mixtures, retarded spark timing and
diluent addition~CO2 ,N2! yielded reduced NOx emissions. NOx reductions up to 50
percent were achieved at MBT timing through diluent addition. Reduced peak tempera-
tures caused by diluent addition, lean conditions, and retarded spark timing reduced
combustion quality slightly, as evidenced by small increases in CO and unburned hydro-
carbons emissions.@DOI: 10.1115/1.1338951#

Introduction and Background
Landfill disposal of solid wastes and processing of wastes in

sewage digester plants are increasing worldwide. McBean et al.
@1# estimate that solid waste disposal is approaching 1 ton per
person per year, and that annual landfilling will reach 190 million
tons in the United States by the year 2000. About 93 percent of
the overall municipal solid waste production~about 109 tons per
year! is landfilled@2#. The decomposition of solid wastes in land-
fills by a combination of chemical, physical, and biological pro-
cesses produces solid, liquid, and gaseous byproducts. The gas
formed is often vented and flared to reduce local pollution and
prevent a buildup of the potentially explosive gas. Landfill gas
~LFG! is a flammable and potentially harmful mixture of methane,
carbon dioxide, and numerous trace constituents; therefore, future
disposal requirements are expected to be more stringent. In addi-
tion to landfill waste deposits, many organic wastes such as ani-
mal manure, crop residues, and sewage are rapidly decomposed in
‘‘digesters,’’ resulting in large quantities of byproduct digester
gas. This gas has a composition and relatively low heating value
similar to landfill gas, and must be disposed of in an environmen-
tally acceptable manner.

The growing availability of landfill gases suggests that they be
used for energy production rather than simply flared for disposal.
It is estimated that for England and Wales the energy available
from LFG is equivalent to an electrical generating capacity of
about 600 MW/yr@3#. Power generation from landfill gas using
spark ignition engines, dual fuel engines, and gas turbines has
been successfully demonstrated in the UK for engine sizes rang-
ing from about 0.5 to over 4 MW. In the U.S. as of 1990, 117
landfill methane power plants were in operation, each a few mega-
watts in size.

Landfill gas and digester gas are referred to as ‘‘biogas’’ be-
cause they are primarily produced through anaerobic, microbial
decomposition of organic matter. Landfill gases typically have a
medium-Btu content and consist of 40–60 mole percent methane
with most of the balance made up by CO2 . Nitrogen may be
present in quantities up to 10 percent depending upon the extent
of air penetration into the interior of the landfill. Many trace com-

ponents, such as hydrogen, higher alkanes, and sulfur compounds
are also present, depending on the type of organic matter buried,
the time history of the decomposition, and the ambient conditions
at the burial site.

Gas composition can have a profound impact on the perfor-
mance and emission characteristics of the engine. Although bio-
gas mixtures vary considerably in composition, for convenience
these fuels can be adequately represented by mixtures of methane
containing substantial concentrations of the diluents CO2 , N2 ,
and water vapor. Flame speed, ignition delay, and knock charac-
teristics are affected by fuel gas composition, which affect the
optimization of spark timing and air/fuel ratio. Understanding the
impact of varying gas composition on engine performance and
emissions is, therefore, important.

Research Objectives
The overall goal of this research was to investigate, experimen-

tally, the composition effects of three different simulated biogas
fuels on engine performance and emissions compared to operation
on natural gas baseline fuel. A parallel study to the work reported
here focused on the combustion characteristics of biogas fuels@4#.
The tasks undertaken to meet the performance and emissions re-
search objectives were to

• develop data acquisition facilities to measure performance
and emissions from the test engine and modify the test engine to
increase its compression ratio from 8.3 to 11, which is closer to
the compression ratios of large, stationary-power engines that op-
erate at biogas production sites

• develop a fuel mixing setup to simulate dry landfill gas and
digester gas composition by mixing carbon dioxide and nitrogen
with pipeline natural gas

• conduct engine experiments with the baseline natural gas and
the simulated biogas fuels and measure the effect on performance
and emissions

Experimental Facilities and Procedure
The experimental facilities include the engine and accessories,

the emissions monitoring equipment, and the data acquisition sys-
tems. A 1987 General Motors four-cylinder, four-stroke, 2.5 l,
spark-ignited engine was used for this research. Although the
stock compression ratio of this engine is 8.3:1, the compression
ratio was increased to 11:1 by replacing the stock pistons with
custom-made pistons. The detailed engine specifications are given

Contributed by the Internal Combustion Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF ENGINEER-
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in Table 1. The original equipment manufacturer~OEM! ‘‘rated
power’’ has not been included in Table 1 because the manufac-
turers rating for the stock 8.3 compression ratio is not relevant to
the 11:1 ratio actually used. The OEM engine utilized exhaust gas
recirculation, but this feature was defeated for this study. The
accessories used included an electronic control module, a
heads-up unit, a Himmelstein meter for measuring speed and
torque, and a fuel mixing setup for mixing natural gas, N2 , and
CO2 . The engine is equipped with an electronic control module
~ECM! for controlling gasoline operation. The heads-up unit that
interfaces with the ECM is used to adjust the spark timing manu-
ally. The heads-up unit is also used for changing the throttle
position. Torque is measured by a noncontact strain gage
torquemeter.

To simulate dried biogas, natural gas from the town gas line
was mixed with nitrogen and carbon dioxide, which were stored
in bottles. The mixture was introduced into the engine ahead of
the throttle valve with adequate flow length for complete mixing
@4#. To dispense refrigerated CO2 from its vacuum-insulated
bottle at the maximum rate of 230 l/min, the outside surface of the
bottle was heated using two 1 kW strip heaters, and a heated
pipeline ~500 W! was installed between the bottle outlet and gas
regulator. Brooks Instruments mass flow meters were used to
measure flow rates of natural gas, N2 , and CO2 . These meters
provided a 0–5 V analog signal to the data acquisition system.

Two different data acquisition systems were used: one for col-
lecting the steady-state data~performance and emissions! and the
other for collecting high-speed, in-cylinder pressure data@4#. Out-
put voltages from measurement devices such as thermocouples,
pressure sensors, gas analyzers, etc., were amplified to the 0–5 V
range required by the analog-to-digital~A/D! board of the steady-
state data acquisition system. Engine operating parameters, ex-
haust gas concentrations, and combustion stoichiometry were av-
eraged and displayed during testing.

The engine was coupled to a General Electric cradle-type dc
electric dynamometer capable of absorbing up to 75 kW~100
bhp!. The dynamometer was used to motor and load the engine.
Testing was essentially steady state. The following engine param-
eters were measured using the data acquisition system: engine
speed and torque, intake manifold pressure, intake air tempera-
ture, coolant inlet and outlet temperatures, exhaust gas tempera-
tures, natural gas flow rate, CO2 flow rate, and N2 flow rate. Air
flow rate was determined by measuring pressure drop across a
laminar flow element. Intake manifold pressure and the pressure
drop across the throttle were also measured.

The emissions monitoring equipment used were carbon monox-
ide, carbon dioxide, oxides of nitrogen (NOx), oxygen, and hy-
drocarbon analyzers. The instruments are mounted on a common
rack that also holds zero and span gases and has air and sample
drying capabilities. Exhaust hydrocarbons were measured as wet
volume fractions using a Beckman Industrial Model 402 hydro-
carbon analyzer equipped with a flame ionization detector. The
hydrocarbon measurement instrumentation is incapable of distin-
guishing methane from other hydrocarbon species, and a non-
methane hydrocarbon analyzer was not available for these tests. A
dried exhaust sample was passed through the remaining gas ana-

lyzers. Nondispersive infrared analyzers were used for measuring
CO2 ~Rosemount Analytical Model 880! and CO~Infrared Indus-
tries Model IR-703!. Oxides of nitrogen were measured as NOx
using a chemiluminescent analyzer~Rosemount Analytical Model
951A!. Exhaust oxygen concentration was measured by a para-
magnetic oxygen analyzer~Beckman Industrial Model 755A!.
Voltage outputs from all gas analyzers were fed to the emissions
data acquisition system. A ‘‘data point’’ stored by the emissions
data acquisition program consisted of computed averages of 30
rapidly acquired measurements.

During this study the engine was operated using pipeline natu-
ral gas as a baseline fuel and the three mixtures of natural gas and
diluents shown, along with lower heating value~LHV ! and sto-
ichiometric air-to-fuel ratio~A/F! information, in Table 2. A sur-
vey of many landfill and sewage digester gas compositions
showed that the three mixtures used reasonably span the range of
expected CO2 ~25–40 percent! and N2 variation. Because it
mostly consists of coal-seam methane produced from local wells,
the town natural gas supply has a very high methane content,
measured in excess of 98 mole percent in tests over the past sev-
eral years. The balance is typically about 1.5 percent N2 , 0.2
percent CO2 , 0.1 percent O2 , 0.1 percent ethane, and the remain-
ing trace constituents of less than 0.01 mole percent. Commercial
bottled liquid CO2 and gaseous N2 were used.

The A/F was varied from stoichiometric to the lean misfire limit
for two engine speeds~2350 and 2850 rpm!, and two throttling
positions~50 percent wide open throttle~WOT! and 100 percent
WOT!. The coefficient of variation of the indicated mean effective
pressure, reported in Bell et al.@4#, was used to quantify the de-
gree of misfire. For each operating condition, the maximum brake
torque ~MBT! spark advance was determined. The engine was
tested at three spark timings: MBT, retarded by 5 Deg, and re-
tarded by 10 Deg from MBT timing. Performance, emissions, and
in-cylinder pressure measurements were made and recorded. The
fuel equivalence ratioF was displayed in near real time using
measured exhaust emissions concentrations from the data acquisi-
tion system as input to the data analysis software. Variations inF
were accomplished by manual adjustment of the fuel flow rate.

Reported fuel equivalence ratios were calculated from the mea-
sured concentrations of the exhaust constituents. A program de-
veloped by Thiagarajan et al.@5# was updated to calculateF for
an arbitrary fuel represented by CnHmOrNs . The wet hydrocarbon
~HC! and dry inorganic gas analysis method described by Hey-
wood @6# was used to obtain equivalence ratio. Use of this pro-
gram with gas analyzer inputs allowed continuous display and
update ofF. The validity of the stoichiometric equivalence ratio
as calculated from exhaust emissions data was substantiated by
the output voltage of the exhaust gas oxygen~EGO! sensor, which
provides a clear indication of the transition from lean to fuel rich
operation. The location ofF51 as determined from emissions
measurements agreed to within61 percent of that indicated by
the EGO sensor.

Results and Discussion
Experiments were conducted at 50 and 100 percent WOT at

engine speeds of 2350 and 2850 rpm for stoichiometries ranging
from F51 to near the lean misfire limit~F>0.6! and for three
spark timings using baseline natural gas and the three simulated
biogas mixtures. However, due to space limitations, the bulk of

Table 1 Engine specifications Table 2 Fuel mixtures, stoichiometric air-to-fuel ratios and
lower heating values
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the results presented here will be from the tests at 2350 rpm and
100 percent WOT. Significant variations in performance and
emissions resulting from changes in throttle position and engine
speed will be discussed where appropriate. The performance re-
sults that are reported include brake horsepower and brake spe-
cific energy consumption~BSEC!. The emissions results reported
include specific emissions of NOx , unburned hydrocarbons, and
CO.

Performance Results. Figure 1 shows the performance pa-
rameters, brake power, and BSEC as functions of fuel equivalence
ratio for natural gas and fuels 1, 2, and 3 at MBT timing and 2350
rpm at 100 percent WOT. Brake power peaks at about 53 hp
~about 40 kW! at F51 for baseline natural gas fueling. A peak
power output of about 64 hp~about 48 kW! was measured for the
2850 rpm, 100 percent WOT case~not shown; see@4#!. Brake
power gradually declines as the air-to-fuel ratio is increased and a
lower proportion of fuel is inducted into the cylinder. The loss of
power as a function of decreasingF is clearly not due to declining
thermal efficiency, because BSEC declines asF decreases~lower
BSEC implies higher thermal efficiency or better fuel economy!.
Similarly, as the extent of diluent addition to the fuel increases at
a fixed value ofF, the brake power decreases. The presence of
diluent, CO2 , or N2 in a gaseous fuel reduces the volumetric
heating value of the fuel and reduces the brake power output. As
the heating value per unit volume of the fuel decreases, there is a
corresponding decrease in the stoichiometric A/F on a volume~or
mass! basis. As the stoichiometric A/F decreases at constantF,
both the air charge and the fuel energy charge to the cylinder also
decrease. Assuming that BSEC does not decrease dramatically,
then the work output per cycle, or power, decreases as the diluent
fraction increases. For fuel 1, the brake power output was reduced
by 14 percent atF51 compared to natural gas.

An overall minimum BSEC of about 7000 Btu/bhp h~equiva-
lent to a thermal efficiency of 36.4 percent based on LHV! is
achieved for the baseline natural gas case atF>0.75. BSEC is
higher for the three simulated biogas fuels, where a flattened mini-
mum BSEC of about 7500 Btu/bhp h is achieved over the 0.7,F
,0.8 range. It was shown by Germane et al.@7# that thermal
efficiency increases due to increased specific heat ratios, reduced
dissociation losses, and reduced heat losses associated with leaner
stoichiometries. Consequently, the BSEC is reduced until near the

misfire limit, where incomplete combustion begins to cause an
increase in BSEC. A significant difference in BSEC between the
three simulated biogas fuels was not observed for the 2350 rpm,
100 percent WOT case shown here. BSEC values are higher for
the 2850 rpm, 100 percent WOT case~not shown!, as increased
engine speed results in less complete combustion. For this higher
speed case, BSEC shows greater dependence on the extent of
diluent addition, with BSEC results for fuel 2~;75 percent CH4!
lying above the natural gas results and below the fuel 1~;60
percent CH4! and fuel 3~;55 percent CH4! cases.

Figure 2 shows the measured performance parameters as a
function of F for fuel 1 at 100 percent WOT and 2350 rpm at
MBT, MBT-5, and MBT-10 spark timing. The brake power out-
put varied between 46 bhp atF51.03 and 30 bhp atF50.64 for
MBT timing. Karim and Wierzba@8# reported that the laminar
burning velocity of a fuel mixture consisting of 60 percent meth-
ane and 40 percent CO2 was only 60 percent that of pure methane.
The reduced flame propagation rates increase the combustion pe-
riod and ignition lag time, and reduce the burning rate. The au-
thors concluded that advanced spark timing is effective in com-
pensating for these detrimental effects. Spark timing, shown in
Table 3, had to be advanced more for fuel 1 than for natural gas to
achieve maximum brake torque, e.g., 10 Deg of additional spark
advance were required to achieve MBT for fuel 1 atF51. Fur-
thermore, asF decreased, increasingly larger degrees of spark
advance were required. Due to limitations of the heads-up unit, a
maximum spark advance of 60 Deg could be applied. It is ob-
served from Fig. 2 that retarding the spark timing from MBT
timing resulted in modest power and fuel economy reductions. At
MBT-5, e.g., power declined by 2 percent and BSEC increased by
1 percent atF51. Compared to MBT timing, power output de-
creased by 3 percent and BSEC increased by 4 percent atF51 for

Fig. 1 Brake power and BSEC as a function of F for natural
gas and fuels 1, 2, and 3 at 2350 rpm, 100 percent WOT, and
MBT timing

Fig. 2 Brake power and BSEC as a function of F for fuel 1 at
2350 rpm, 100 percent WOT, and MBT, MBT-5, and MBT-10
timing

Table 3 MBT spark timing at 100 percent WOT and 2350 rpm
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MBT-10 timing. The spark timing advance required to achieve
MBT was even greater for the 2850 rpm cases~not shown! than
for the 2350 rpm cases.

NOx Emissions Results. Figure 3 shows brake specific NOx
emissions as a function ofF for natural gas and fuels 1, 2, and 3
at MBT timing and 2350 rpm at 100 percent WOT. The polyno-
mial curves fit to the experimental data are to aid the eye in
following data trends; these curves are not based on the physical
phenomena that determine species concentrations. For all four fu-
els NOx emissions peak nearF50.88. NOx formation in engine
combustion is governed principally by the Zeldovich mechanism
~thermal NOx!. Average combustion temperatures have been esti-
mated by a single-zone thermodynamic combustion model that
uses in-cylinder pressures measured as a function of crank angle
@4#. Representative results of the heat release model using mea-
sured in-cylinder pressures as input are presented in Table 4 for
the MBT timing, 2350 rpm, 100 percent WOT case. Phase I is the
period of ignition and flame development. Phase II is the principal
flame propagation/combustion period, wherein peak temperatures
are achieved. Estimates of average phase II temperatures closely
parallel the dependence of NOx levels onF. NOx emissions de-
cline in both directions away from the peak, but the decline is
more pronounced in the direction of lowerF. This same trend is
seen in detailed model results for average phase II temperature.

The effect of fuel composition on NOx emissions is substantial.
NOx emissions peak at about 10 g/bhp h~1 g/bhp h51.34 g/kW!
for the baseline natural gas case and appear slightly lower for fuel
2 ~although the difference is probably not statistically significant!.
Fuel 2 has the least diluent addition and has the highest estimated
average phase II temperature~Table 4! of the three simulated
biogases. Large reductions in NOx emissions for allF are ob-
served for fuels 1 and 3, with peak emissions of about 6 g/bhp h.
Although the effect is small and possibly insignificant, it appears
that NOx emissions are lower for fuel 1 than for fuel 3. This result
is similar in Fig. 4, which shows brake specific NOx emissions as
a function of fuel equivalence ratio for natural gas and fuels 1, 2,
and 3 at MBT timing and 2850 rpm at 100 percent WOT. For this
higher engine speed there is clearer separation in the NOx emis-
sions nearF50.9, with natural gas showing the highest NOx
emissions, followed in reducing order by fuel 2, fuel 3, and then
fuel 1.

Although the total diluent proportion of fuel 3~55 percent CH4 ,
35 percent CO2 , and 10 percent N2! exceeds that of fuel 1~60
percent CH4 , 40 percent CO2!, the fact that CO2 has a substan-
tially higher molar specific heat may result in a greater tempera-
ture depression effect for fuel 1. A simple estimation of the maxi-
mum temperature elevation can be calculated by equating the
sensible heating of the fuel/air mixture~ideal gas! to the heat
release of the lower heating value of the fuel. Rathnam@9# reports
such calculations using specific heats~evaluated at combustion
temperatures! of the various fuel/air mixtures tested. These results
show that at the sameF, combustion temperature rises are esti-
mated to be reduced by 5–10 percent for fuels 1–3 compared to
straight natural gas as a result of specific heat and diluent fraction
variation. Contrary to the results of these simple estimates of the
temperature effects of varying diluent levels and specific heats,
the phase II temperatures predicted by the heat release model are
somewhat higher for fuel 1 than for fuel 3. In summary, for the
sameF, NOx emissions appear to be higher for fuel 3 than for
fuel 1, a trend that agrees with temperature estimates based on
mixture specific heats but disagrees with heat release model esti-
mates of average phase II temperatures based on measured P–V
data. A heat release model more accurate than the single-zone
heat release model used here is needed to predict temperature with

Fig. 3 Brake specific NO x emissions as a function of F for
natural gas and fuels 1, 2, and 3 at 2350 rpm, 100 percent WOT,
and MBT timing

Fig. 4 Brake specific NO x emissions as a function of F for
natural gas and fuels 1, 2, and 3 at 2850 rpm, 100 percent WOT,
and MBT timing

Table 4 Selected heat release model results for MBT timing,
2350 rpm, and 100 percent WOT
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sufficient accuracy to resolve NOx emissions differences for rela-
tively minor variations in fuel mixtures or operating parameters.

Comparing Fig. 4 to Fig. 3, the difference in NOx emission
levels attributable to engine speed is insignificant. Comparison of
the 100 percent WOT cases to the 50 percent WOT cases~not
shown! also reveals negligible differences in NOx emissions.

Figure 5 presents measured specific NOx emissions as a func-
tion of fuel equivalence ratio using fuel 1 at 2350 rpm and 100
percent WOT with MBT, MBT-5, and MBT-10 spark timing.
Even these modest levels of spark timing delay result in substan-
tial NOx reductions. A 5 Degreduction in spark advance yields a
NOx peak of about 4 g/bhp h compared to 6 g/bhp h for MBT
timing, and a 10 Deg reduction results in a NOx peak of about 2
g/bhp h. A 5 Deg spark advance reduction combined with lean
operation ofF,0.75 also yields NOx emissions of less than 2
g/bhp h. Retarding spark timing decreases in-cylinder gas pres-
sures@6#, resulting in lower peak burned gas temperatures, thus,
lower NOx emissions at retarded spark timing.

Unburned Hydrocarbon Emissions Results. Figure 6 shows
the specific hydrocarbon emissions as a function ofF for natural
gas and fuels 1–3 at 2350 rpm and 100 percent WOT at MBT.
Hydrocarbon emissions for baseline natural gas fueling ranged
from 1.5 g/bhp h atF50.8 to 2 g/bhp h atF51. The decrease in
HC emissions forF,1 is due to the presence of excess oxygen
that allows more complete combustion of the fuel. As the fuel
equivalence ratio was leaned belowF50.8, a gradual increase in
hydrocarbon emissions was observed. This is in part due to lower
in-cylinder temperatures, which lead to larger quench volumes
near the cylinder wall. In addition, the slower flame speed asso-
ciated with the lean condition results in increasingly incomplete
combustion. At aboutF50.65, near the lean misfire limit, hydro-
carbon emissions exceed 10 g/bhp h.

Emissions of unburned hydrocarbons for fuel 1 ranged from 2.3
g/bhp h atF50.8 to 2.5 g/bhp h atF51 for MBT timing. Hydro-
carbon emissions for fuel 1 are higher than for natural gas
throughout the fuel equivalence ratio range tested~0.65,F
,1.05!. In addition to causing increased hydrocarbons, the addi-
tion of CO2 also shifts the lean misfire limit toward higherF. Fuel
2 hydrocarbon emissions were closest to the baseline natural gas
case of the three simulated biogas fuels, and fuel 3 emissions were
highest. The difference in hydrocarbons emissions shown in Fig. 6

compared to those measured for the other engine speed/throttle
position cases was insignificant. Retarded spark timing had a neg-
ligible effect on hydrocarbon emissions for all fuels tested at all
engine speed/throttle position cases~effect of timing data not
shown!. Slightly higher lean limits~F values! were observed as
the spark timing was retarded from MBT to MBT-10.

The relevance of exhaust temperatures to the extent of hydro-
carbon burnup as the combustion gases exit the engine is well
known ~e.g., @6#!, with higher exhaust temperatures resulting in
reduced emissions. Figure 7 shows exhaust temperatures as a
function of fuel equivalence ratio for natural gas and fuels 1, 2,
and 3 at 100 percent WOT and 2350 rpm at MBT timing. Al-
though the temperature data are bunched together at the two ex-
tremes ofF examined, in the midrange ofF, where combustion is

Fig. 5 Brake specific NO x emissions as a function of F for fuel
1 at 2350 rpm, 100 percent WOT, and MBT, MBT-5, and MBT-10
timing

Fig. 6 Brake specific hydrocarbon emissions and coefficients
of variation „COV… as a function of F for natural gas and fuels 1,
2, and 3 at 2350 rpm, 100 percent WOT, and MBT timing

Fig. 7 Exhaust temperatures as a function of F for natural gas
and fuels 1, 2, and 3 at 2350 rpm, 100 percent WOT, and MBT
timing
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generally complete for all four fuels studied, the exhaust tempera-
tures, as expected, are inversely related to the level of unburned
hydrocarbon emissions~shown in Fig. 6!. At extremely low val-
ues ofF incomplete combustion in the cylinder increases, particu-
larly for fuels with larger diluent content. Because in-cylinder
combustion is less complete for the high diluent cases, combus-
tion in the exhaust is more prevalent than for the straight natural
gas case. Consequently, both higher exhaust temperatures and
higher unburned hydrocarbons by comparison to natural gas were
measured for the high diluent content mixtures~fuels 1 and 3! at
very low F.

Figure 6 also shows the coefficient of variation~COV! as a
function of F for natural gas, and fuels 1, 2, and 3. The COV is
the ratio of the standard deviation of indicated mean effective
pressure~IMEP! to the IMEP itself~expressed here as a percent-
age!. Values of IMEP were computed using measured in-cylinder
pressures@4#. The COV remained below 2 percent for natural gas
and below 4 percent for fuels 1, 2, and 3 for 0.7,F,1, but rose
sharply as the lean misfire limits were approached. It is observed
from the COV results that as diluent concentration increases, the
flammability range is reduced and the lean misfire limit is shifted
towards higher fuel equivalence ratio. COV parallels HC emis-
sions for each fuel.

CO Emissions Results. Figure 8 shows measured specific
CO emissions as a function ofF for natural gas and fuels 1, 2, and
3 at 100 percent WOT, 2350 rpm, and MBT timing. CO emissions
for natural gas fueling were level at about 2 g/bhp h between
F50.65 andF50.95 and then rose sharply to exceed 20 g/bhp h
at F51 as oxygen became scarce. The increase in CO emissions
occurs before the stoichiometric condition. The specific emissions
of CO ~mass of emissions per unit power! increase slowly moving
toward leaner stoichiometries. This occurs even though CO pro-
duction is essentially constant because BSEC increases slightly at
reduced brake power, so specific CO emissions increase slightly.

CO emissions are greater by approximately 10 percent between
F50.65 andF50.9 for fuel 1 compared to natural gas. On the
other hand, because of its high CO2 content, CO2 emissions for
fuel 1 were almost 80 percent greater than CO2 emissions for
natural gas. This implies that most of the fuel CO2 remains stable
or quickly reforms during combustion, so that high exhaust emis-

sions of CO do not result from substantial increases in fuel CO2 .
Further evidence that CO2 dissociation is not the cause of in-
creased CO emissions for the high diluent fuels comes from esti-
mations of average temperatures during the primary combustion
period~phase II! reported by Bell et al.@4# and shown in Table 4
for the experiments described here. The average phase II tempera-
tures, calculated from a single-zone thermodynamic model using
in-cylinder pressure measurements, are highest for straight natural
gas and decline substantially for increasing diluent fraction. If
CO2 dissociation was the predominant mode of CO formation,
then CO emissions should decrease with increasing diluent addi-
tion. In fact, CO emissions increase with increasing diluent frac-
tion, primarily because of decreased exhaust temperatures@6#.
This contention is supported by the fact that CO emissions were
highest for fuel 3, which experienced the lowest exhaust tempera-
tures ~Fig. 7!. CO emissions are increased by an average of 16
percent for fuel 3 compared to natural gas. For all four fuels
tested, the effect of spark timing on CO emissions was minimal.
Similarly, the effects of throttle position and engine speed were
insignificant on CO emissions for stoichiometries ranging from
0.7,F,0.9.

Summary and Conclusions
The primary objective of this study was to determine the effect

of biogas fuel composition on emissions. Three simulated biogas
fuels were tested in a conventional, automotive spark-ignited en-
gine ~with 11:1 compression ratio! and the results compared to
baseline natural gas fueling. A secondary objective was to evalu-
ate fuel effects on engine performance. The results of the experi-
mental studies are summarized here.

A power decrease of 30–35 percent was observed as the
equivalence ratio was reduced from stoichiometric to near the lean
misfire limit. The decrease in power due to CO2 addition at sto-
ichiometric operation was found to be nearly linear. A 13–14
percent power loss was observed when the CO2 content was in-
creased to 40 percent by volume. The decrease in power due to
CO2 addition decreased asF was decreased. A slight power loss
was observed when N2 content was increased to 10 percent.
BSEC was lowest betweenF50.8 andF50.7 for all operating
cases. BSEC increased as the CO2 content increased in the fuel,
but the increase was nonlinear. The BSEC did not change signifi-
cantly with the addition of N2 betweenF51.0 andF50.75, but
below F50.75 the BSEC increased with added N2 .

NOx emissions were greatly reduced for all biogas fuels com-
pared to natural gas because of lower peak temperatures resulting
from diluent addition. Peak NOx emissions, which occurred in the
0.85,F,0.9 range, were reduced by approximately 50 percent
for fuel 1 compared to natural gas. Significant reductions in NOx
emissions also resulted from retarded spark timing throughout the
range ofF tested for all fuels~10–30 percent peak reductions for
fuel 1 at MBT-5 timing!. The measured exhaust temperature for
fuel 3 was lowest of all fuel cases for allF, which resulted in the
highest hydrocarbon and CO emissions of all of the fueling cases.
Increased levels of CO appeared to be associated more with low
exhaust temperatures~incomplete combustion! than with dissocia-
tion of fuel CO2 .

These research findings are useful in understanding the effect
on both performance and emissions of the diluent content of a
biogas. Compared to natural gas, there is a maximum reduction in
brake power output of 15 percent atF50.7 for the maximum
diluent addition of 45 percent~fuel 3!. This power loss is accom-
panied by a significant~40 percent! reduction in NOx , and smaller
increases of 10 percent more CO and 30 percent more hydrocar-
bons. The hydrocarbons emissions consist primarily of methane, a
nonreactive hydrocarbon that does not participate in reactions
leading to photochemical smog. Further reductions in NOx can be
achieved by a slight delay in spark timing. For example, at
F50.75, it was observed that retarding the spark timing by 5 Deg
resulted in a 20–40 percent reduction in NOx , but only about a 5
percent reduction in power output. Increased power output and
combustion stability at lean fuel equivalence ratios can be ob-

Fig. 8 Brake specific CO emissions as a function of F for
natural gas and fuels 1, 2, and 3 at 2350 rpm, 100 percent WOT,
and MBT timing
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tained by redesigning the fuel intake system, ignition system, etc.,
to accommodate biogas, and by using turbocharging.
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In-Cylinder Tumble Flow Field
Measurements and Predictions
This paper presents the comparison between measured and predicted results of the in-
cylinder tumble flow generated by a port-valve-liner assembly on a steady-flow test bench.
The purpose was to advance the understanding of the stationary turbulence process via
experimental and computational techniques in the same time. A baseline single-cylinder
4-stroke motorcycle engine was chosen. Its liner was replaced by a transparent acrylic-
plastic tube and the piston was removed. This was to focus the research on the tumble
flow generated by the geometry of its port, the passage of the canted inlet valve, and a
dome-shaped combustion chamber. The in-cylinder turbulent flow field was measured via
a 3-component laser Doppler velocimeter (LDV) point by point. A simultaneous computer
simulation was carried out to predict the in-cylinder flow field of the same engine under
the same operating condition, using KIVA3V—the most recent version of the KIVA code.
The mean speed, turbulence intensity, tumble ratio, swirl ratio, and vortex circulation
from both skills were all compared. A reasonably good level of agreement has been
achieved. Both modern techniques are also validated.@DOI: 10.1115/1.1335479#

Introduction

It is an un-ended target for an engine researcher to further pro-
mote the performance, as well as to further reduce the emission,
of existing engines. Controlling the in-cylinder flow pattern is a
modern and effective technique to accomplish the target, espe-
cially in direct injection spark ignition~DISI! engines @1,2#.
Evaluation of successful implementation of this technique de-
pends on the improvement of the modern design tools, such as
computational fluid dynamics~CFD! simulation and laser diag-
nostic experiments. Computer animation and/or experimental flow
visualization of the invisible flow field inside the engine play the
key role during the concept design stage. In these two methods,
CFD is more convenient and more versatile to study the flow
physics. However, its accuracy in terms of quantity and quality is
always a question to the engine designer. To answer this suspi-
cion, comparisons between the experimental and simulation result
under the same operating condition were conducted. This was able
to evaluate both skills and hope that the numerical test bench
could replace the expensive experiments sometime in the future.

Extensive investigations have been reported on the subject of
validation of the CFD codes with the flow field measurements of
internal combustion engines@3–9#. Among the existing codes, the
KIVA series are most favored by the academics because the avail-
able physical sub-models and numerical schemes. Users are able
to modify the source code for their own special purpose. The
research reported in this paper focuses on the in-cylinder tumble
flow generated from the engine intake geometry and the shape of
the cylinder head design. Simultaneous flow field measurements
were also carried out using the laser Doppler velocimetry~LDV !.
Although the LDV technique is laborious, it is still the most ac-
curate instrument in turbulent flow measurements.

This paper also intends to provide an evaluation of the updated
KIVA3V code @10# by cross exam between the simulation and
measurement results under the same operating conditions. Evalu-
ation of the flow field parameters, including the mean speed, tur-
bulence kinetic energy, vortex circulation, and overall tumble and
swirl ratios, are carried out. The comparison work and validation
results are described in the following sections.

Experimental Apparatus and Test Procedure
A steady flow test rig was built up to measure the in-cylinder

flow of a dismantled cylinder head from a 4-stroke motorcycle
engine. Specifications of the engine are listed in Table 1. The
schematic diagram of the experimental apparatus is illustrated in
Fig. 1. The test rig basically consists of three major parts. The first
one is an orifice meter to measure the overall air flow rate. The
dimension of the pipe line system was designed according to the

Contributed by the Internal Combustion Engine Division of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division April 26, 1999; final revision received by the ASME Headquarters July 27,
1999. Technical Editor: D. Assanis.
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ISO 5167 standard. The combination of a centrifugal compressor
upstream and an extraction fan downstream of the test rig was
used to adjust the pressure difference across the inlet valve. The
second part is the engine cylinder head with a dome combustion
chamber and two canted valves. The liner has been replaced by a
transparent acrylic-plastic tube for optical access. The piston is
removed, hence, the bulk flow is kept steady but with stationary
turbulence. The air flow rate is mainly controlled by the intake
valve lift and the pressure difference across the valve. A microme-
ter shown in the figure was used to measure the valve position.
The third major part is an LDV system which consists of a 5W
Argon laser and two back-scattered fiber-optic probes. One probe
creates four beams in green and blue, and the other probe trans-
mits two beams in purple. Two probes are placed perpendicularly
to each other, hence, the instantaneous particle velocity in three
spatial components can be detected simultaneously. Powdered
MgO particles were planted into the flow passage by a seeding
generator. The scattered Doppler signals were processed by a digi-
tal burst correlator, TSI IFA 750, and then transferred into veloc-
ity data in an IBM PC.

Figure 2 shows the measurement locations chosen to pin-point
the in-cylinder flow field. There are eleven horizontal planes sepa-
rated from each other by 5 mm distance. The top plane is 10 mm
beneath the top-dead-center~TDC! surface, and the bottom plane
is located at the bottom-dead-center~BDC!. In each horizontal
plane, namely XY plane in the figure, nine radial positions, in-
cluding the center, are chosen. They are distributed in two or-
thogonal vertical planes, XZ and YZ, which are the tumble planes
we are concerned. The total is 55 measurement points in each
vertical plane, hence, the number of grid points in the whole cyl-
inder is 99. Note that the distance from the nearest measurement
location to the wall boundary is 10 mm. This was constrained by
the distortion lights due to the optical path through the cylindrical
wall. The steady flow test was preset under the condition of pres-
sure difference at 3 cm water column and the valve position at the
maximum~7 mm!. The measured inlet pressure was 0.9867 atm,
the outlet pressure was 0.9846 atm, so the actual pressure differ-
ence was 0.0021 atm. Note that the upstream pressure was mea-
sured at the location of the inlet port 50 mm upstream of the inlet
valve. The downstream pressure was measured at the location of
the BDC of the cylinder. These two pressures and positions were
later input to the simulation code in the section of computer simu-
lation.

Experimental Analysis and Results
For stationary turbulence measurements, the instantaneous ve-

locity, e.g., inX component, at a specific position and at an in-
stant,t, is represented by

U~ t !5Ū1u~ t !, (1)

whereŪ is the time average~or ensemble average! mean velocity,
calculated by

Ū5 lim
t→`

F1

t Et0

t01t

U~ t !dtG . (2)

The turbulence velocity,u(t), is normally transferred to a root
mean square~RMS! value, named turbulence intensity,u8, to rep-
resent its random fluctuation. This is given mathematically by

u85 lim
t→`

F1

t Et0

t01t

u~ t !2G1/2

. (3)

It can also be represented by turbulence kinetic energy,k, as

k5
1

2
~u821v821w82!, (4)

whereu8,v8,w8 are turbulence intensities evaluated from X, Y, Z
components, respectively.

Figure 3~a! shows the measured result of the flow pattern by
means of the velocity vector diagram in XZ plane. This is the
principal tumble motion we are concerned. Note that there exists a
secondary tumble flow in the region of the left hand side of the
figure along the liner wall boundary. The velocity vectors are
distorted at the interface of these two tumble jets. Figure 3~b!
shows that in the YZ plane, a pair of counter vortices are gener-
ated. Apparently, the tumble motion creates two re-circulation
zones beneath the inlet valve. Figure 4 displays the top down view
of the XY planes in four locations. The swirl flow doesn’t appear
in this engine because there is no inclined angle of the swirl axis
in the intake system design.

The tumble motion is significant in both XZ and YZ planes
from the above flow field diagrams. To quantify the tumble mo-
tion, tumble ratio as well as swirl ratio are general engineering
terms to represent the overall flow characteristics. They are de-
fined as organized rotations of the charge motion around specific
cylinder axes, such as X, Y, and Z. The mathematical definitions
of the tumble ratio, TR, and the swirl ratio, SR, of the flow field
are evaluated by

Fig. 1 Experimental apparatus

Fig. 2 LDV measurement locations „11 horizontal planes, 9
points per plane, 99 in total …
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whereH is the angular momentum per unit mass,I is the moment
inertia per unit mass, andv is the crank speed in radian per
second. The angular momentum can be represented by a vector
form as

HW 5HxiW1HyjW1HzkW5rW3~UiW1V jW1WkW !. (6)

The position vectorrW is a vector from the origin to the measure-
ment location

rW5x iW1y jW1zkW (7)

and Ū,V̄,W̄ are mean velocities along the X, Y, Z axes respec-
tively. The moment inertia per unit mass in three components are
given by

I xx5y21z2, I yy5x21z2, I zz5x21y2. (8)

The tumble and swirl ratios are normalized with respect to the
crank speed,v, which is calculated by

v5
2pN

60
, (9)

whereN is the equivalent engine speed in rpm.
The mathematical definition of the tumble ratio may mislead

the quantitative characteristics of the rotational flow if there exists
a pair of counter rotating vortices with the similar strength. To

provide a means of evaluating both large and small cell motions
of the vortex motion, fluid circulation is a better mathematical
concept to represent the physical phenomenon. It is defined by
fluid flowing about an enclosed contour or related to the flux of
vorticity via Stokes theorem@11#. In a single rectangular mesh,
the circulation with respect to theX-axis within the cell is calcu-
lated by

Gx5(
i 51

4 S S S ]W̄

]y
D

i

2S ]V̄

]z
D

i
D Ai

4 D
x

, (10)

whereAi is the rectangular area of the mesh. The similar defini-
tions can be applied to the circulations w.r.t.Y andZ-axes. Nor-
mally, a root mean square of the vortex circulation is used to
represent the overall quantity of the rotation motion for the whole
plane, i.e.,

G rms5
A(

m51

n

~Gm!2

n
, (11)

andn is the total number of small cells within the whole area. The
resulting circulation is always a positive number, it an be used to
quantify the bulk and/or net motion of the fluid both in large and
small cells. It also removes the cancellation effect generated by
counter rotating vortex structure.

Computer Simulation
Computer simulation of the steady flow test for the same engine

was conducted on an IBM SP2 workstation using a updated pack-
age, KIVA3V @10#. This simulation package was developed by
Los Alomos Lab, aiming at flow study of the reciprocating engine
with vertical or canted valves. The code uses a block-structure
mesh with connectivity defined through indirect addressing.
Hence, complex geometry of cylinder head, intake and exhaust
ports can be adapted together to form a complete set of grids
which emulates the flow passage of a realistic engine. Compared

Fig. 3 LDV measurements of the tumble flow in „a… the XZ
plane and „b… the YZ plane

Fig. 4 LDV measurements of the non-swirl flow in XY planes
„H stands for height beneath the TDC …
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with its predecessor, the new version has the advantage of input-
ting a wedge type combustion chamber instead of pancake type in
KIVA-3 @12#. However, it is still not readily set up to simulate the
dome type combustion chamber, such as the baseline engine in
this paper. By modifying the source code in grid generation, we
implement a spherical equation to fit the dome chamber. This is
given, in mm, by

x21y21~z237.2!25134.42. (12)

Steady-state computation was performed. The piston was re-
moved and replaced by an outflow boundary. The valve position
and the virtual piston position were kept constant in the simula-
tion. Reshaping of the grid structure near the interface between
the valve seat and the dome cylinder head was performed by the
program itself. Figure 5 shows the final product of grid generation

Fig. 5 Computational grids at BDC of the port-valve-liner as-
sembly with dome-shaped combustion chamber and two
canted valve seats

Fig. 6 Computed velocity vector diagrams in „a… the XZ plane
and „b… the YZ plane

Fig. 7 Computed velocity vector diagrams in XY planes, which
are located at 10 mm, 20 mm, 40 mm, and 60 mm beneath TDC,
respectively

Fig. 8 Comparison of simulation and experimental results rep-
resented by streamlines on the XZ plane „the rectangle en-
closed by dashed lines is the measurement area …
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of the port-valve-liner assembly with the dome cylinder head and
two canted valves. The computational domain includes parts of
the intake and exhaust pipes together with the valves, ports, com-
bustion chamber, and the liner just as the model engine in the
experiment. Full cylinder~360 deg! was taken into account con-
sidering reshaping of the complex geometry of the combustion
chamber which makes the grid structure slightly in-symmetric.
The grid is more dense in the top region, because the flow is
expected to be more complicated in this area.

By specifying pressures at inlet and outflow boundaries~origi-
nally the moving piston!, the package was converted to solve the
compressible, stationary turbulent flows with fixed boundaries.
The standardk2« turbulence model was used with wall func-
tions. Standard coefficients in the two-equation model were em-
ployed without modification. The steady inflow and outflow rates
need at least 1500 computational cycles to converge. Grid sensi-
tivity study has shown that the maximum difference in the mean
velocity and turbulence intensity is only about 5 percent for in-
creasing mesh number by 100 percent. Moreover, the computed
volume flow rates are almost identical.

Simulation Results and Comparisons
The simulation results are illustrated by velocity vector dia-

grams, as displayed in Fig. 6 and Fig. 7. They are the cross sec-
tions on the XZ, YZ, and XY planes, respectively. Figure 6~a!
reveals that there are two tumble jets inside the cylinder, one is

Fig. 9 Comparison of simulation and experimental results rep-
resented by streamlines on the YZ plane „the rectangle en-
closed by dashed lines is the measurement area …

Fig. 10 Comparison of simulation and experimental velocities
on the XY planes

Fig. 11 Comparison of simulation and experimental results of
turbulence kinetic energy represented by contour diagrams
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the main jet with a large vortex guided by the dome chamber; the
other is a counter rotating jet with much smaller scale. Figure 6~b!
exhibits two symmetric tumble vortices in the YZ plane. The
maximum velocity is located around the inlet valve curtain. Note
that the vectors point downwards at the BDC, because the piston
was replaced by the outflow boundary. Figure 7 shows the veloc-
ity vector diagram in four horizontal planes. They located at 10
mm, 20 mm, 40 mm, and 60 mm beneath the TDC. With different
scales, the flow patterns show similarities in different locations.
The flow field tends to be more homogeneous as the flow further
downwards.

If we compare the simulation results~Fig. 6 and Fig. 7! with
their counterparts in experiments~Fig. 3 and Fig. 4! by streamline
plots, Fig. 8 and Fig. 9 show the flow patterns are in good agree-
ment. Although there are still some errors in both magnitude and
direction of the mean velocity, the simulation clearly indicates the
apparent feature of the whole flow field. Moreover, the simulation
is able to show the details of the flow physics at some place where
experiment is difficult to detect, e.g., flow field near the wall
boundary or at corners. Figure 10 shows the comparison of the
vector diagrams on the XY planes, 10 mm, 20 mm, and 40 mm
beneath the TDC, respectively. The comparison of computed and
measured flow velocities at these three cross sections show rea-
sonably good level of agreement in direction prediction. However,
simulation tends to over predict the magnitude. Figure 11 com-
pares the turbulence kinetic energy in the XZ plane shown by a
contour diagram. The distributions of the largest and the smallest

turbulence intensity agree with each other. The largest turbulence
intensity takes place at the interface of two rotating jets. Figure 12
shows the comparison of the mean speed, turbulence intensity in
both simulation and experiments at several positions which locate
at theZ-axis distanced 10 mm, 20 mm, 40 mm, and 60 mm be-
neath the TDC. Both the mean speed and the turbulence intensity
in simulation tend to over predict the result. The tumble ratio and
swirl ratio aboutX, Y, Z-axes are shown in Fig. 13~a!. In the
figure, simulation~I! means calculation from the measurement
area, while simulation~II ! stands for the calculation from the
whole area in the linear cross section. Both simulation results over
predict the ratios. The characteristics of the tumble motion are
better represented by the RMS of the vortex circulation, as shown
in Fig. 13~b!. The comparison shows that it is in reasonably good
agreement between the experimental and simulation results.

Conclusions
In-cylinder turbulent flow field measurements and predictions

have been proved to be two useful tools in designing the engine
geometry. Both techniques have their own advantages, but with
inherent drawbacks. CFD provides useful qualitatively informa-
tion of the flow field in details, but the accuracy is limited by the
uncertainties of the turbulence modeling and some complex

Fig. 12 Comparison of simulation and experimental results of
mean speed and turbulence intensity at different locations in Z
axis

Fig. 13 Comparison of simulation and experimental tumble ra-
tio, swirl ratio and RMS of circulations. Simulation „I… means
calculation from the measurement area, while simulation „II…
stands for the calculation from the whole area of the liner cross
section.
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boundary conditions. The LDV measurement adopted in this re-
search is able to provide accurate quantitative answers; nowadays,
however, the experiment is laborious and normally expensive as
well. Both methods still have a long way to be improved from the
academic viewpoint. Nevertheless, for industrial applications,
they are useful design tools, provided that the errors are within
acceptable limits.

This paper has validated the modern engine simulation code,
KIVA3V, in the case of an engine with dome shape combustion
chamber and canted valves. Simulation results tend to over predict
the magnitude of the mean speed, the turbulence intensity and the
tumble ratio. However, the flow patterns in the whole flow field
are correctly predicted. Summarily, the simulation and experimen-
tal results are in reasonable level of agreement. The discrepancy is
acceptable to the engine designer. Hence, based on the above
research, further improvements to the baseline engine are being
conducted by the motorcycle industry in Taiwan to design higher
performance powertrain systems.
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Nomenclature

A 5 rectangular area of the mesh
H 5 angular momentum per unit mass
I 5 moment inertia per unit mass

N 5 engine speed
rW 5 position vector

SR 5 swirl ratio
TR 5 tumble ratio

U 5 instantaneous velocity
Ū,V̄,W̄ 5 mean speeds

u 5 turbulence velocity

u8,v8,w85 turbulence intensities
x,y,z 5 distance from origin in three components

« 5 turbulence dissipation rate
k 5 turbulence kinetic energy
v 5 crank speed
G 5 circulation
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Forced Convective Heat Transfer
of Parallel-Mode Reciprocating
Tube Fitted With a Twisted Tape
With Application to Piston Cooling
This experimental study, motivated by the need to improve the cooling performance of a
piston in a marine propulsive diesel engine, investigated turbulent flow heat transfer in a
reciprocating tube fitted with a twisted-tape insert. The nonreciprocating experimental
data, obtained from the tube fitted with twisted tape, confirmed that heat-transfer aug-
mentation from plain-tube level occurs. When the test tube reciprocated, buoyancy effects
became appreciable, and interacted with the reciprocating and inertial forces to provide
considerable heat transfer modifications from nonreciprocating situation. When the re-
ciprocating forces were relatively weak, a range of heat-transfer impediments, that could
reduce local Nusselt numbers to levels of about 53% of nonreciprocating values, was
observed. A further increase of the relative strength of the reciprocating force resulted in
a subsequent heat-transfer recovery, and eventually led to heat-transfer enhancements
relative to the nonreciprocating situation. For design considerations, heat-transfer en-
hancement due to the twisted-tape insert was confirmed, but the impediments from non-
reciprocating levels at lower values of pulsating numbers needs particular attention in
order to avoid overheating situations.@DOI: 10.1115/1.1340627#

Keywords: Reciprocating Heat Convection, Twisted-Tape Insert

In order to match the power/speed characteristics of marine
propellers to those of the propulsive system, there has been a
recent tendency to design marine diesel engines to achieve the
required power at a relatively low engine speed. This obviates the
need for heavy-duty reduction gearboxes with an attendant reduc-
tion in weight. Typically this involves the need for a continuous
power output from a diesel engine of about 15,000 HP, with a
shaft speed of about 80 rev/min. The diameter of the piston, under
these circumstances, is usually in the range 60–90 cm. In order to
achieve a relatively low engine speed, the use of a larger than
normal stroke to bore ratios is being examined actively. In addi-
tion, the well-known thermodynamic advantages obtained by de-
signing the engine to run with a high compression ratio and maxi-
mum combustion temperature form an active; and continuing,
quest for improved performance and economy.

Unfortunately, the use of a high stroke to bore ratio, combined
with a high compression ratio and high combustion temperature,
greatly increases the thermal and mechanical loads imposed on
the piston. In turn, this necessitates the use of cooled pistons if the
mechanical integrity and life are to be maintained at a commer-
cially realistic level. The internal piston cooling may use either
water or oil as the cooling medium. Piston cooling flow circuits
are usually comprised of interconnected passages that are aligned
either in a direction parallel or orthogonal to the direction of pis-
ton reciprocation. The individual coolant passages involve inter-
connecting bends, and the internal surfaces of these passages may
be smooth or deliberately rib roughened. The use of helical-
twisted tapes fitted inside circular coolant channels is also a po-
tentially useful method for enhancing the convective mechanism
that controls the transfer of heat from the piston into the coolant;
see Refs.@1–5#. The use of internal convection-enhancing de-

vices, such as ribs and twisted tapes, has been the subject of much
fundamental research over the years for stationary duct flow situ-
ations. If the coolant passage is reciprocating, as with the piston-
cooling application, additional inertial forces act on the coolant.
These forces can dramatically change the nature of the flow pat-
tern that is established in the channel, and hence the heat-transfer
performance. These effects must be fully understood if reliable
cooling performance is to be predicted at the design stage.

The present paper describes the results of a series of experi-
ments aimed at studying the effect of reciprocation on heat trans-
fer in a channel of circular cross section, and fitted with a con-
tinuously twisted helical tape. The direction of reciprocation is
aligned in the axial direction of the channel. The study forms
part of an ongoing program of research into the performance of
piston-cooling systems. When the channel is stationary, the pres-
ence of the tape creates secondary flows and turbulence enhance-
ment that, in turn, improves the heat transfer. When the channel
reciprocates, time-varied inertial forces further modify the flow
and turbulence levels; see Ref.@6#. It is with the combined effect
of the helical insert and the oscillation that the present investiga-
tion is concerned.

Physical Considerations
With a reciprocating tube, the fluid velocity field inside the tube

will be influenced by the periodic motion in some way, and con-
sequently by the internal heat transfer. The pertinent nondimen-
sional groups associated with this modified forced convection
situation may be derived from the basic conservation equationsof
mass, momentum, and energy. It is convenient to consider the
fluid motion relative to the reciprocating tube. This means that the
usual form of the momentum conservation equation must be
modified to include the fact that the fluid motion is referred to a
noninertial reference frame. A detailed explanation of the way by
which these modifications are made may be found in Ref.@6#.
Thus the form of the momentum equation for this oscillating ge-
ometry becomes
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Dn

Dt
52

1

r
¹p* 1y¹2n2vr sinvt~kY•¹!n

1b~T2T0!v2r cosvtkY (1)

All symbols are defined in the Nomenclature section. It may be
worth noting that, the coordinate system used in Eq.~1! is a re-
ciprocating reference frame. The flow pressure fieldp* can be
resolved as

p* 5p1rv2r sinvtz, (2)

in which the pressure fieldp of Eq. ~2! is the externally applied
pressure source that drives forced convective flow. The last com-
ponent of Eq.~2! periodically varies in the time domain, and
accounts for the effect of system reciprocation on the pressure
field. Thus the nature of the pulsating flow in a stationary duct
may be fundamentally different from the reciprocating duct flow.
For pulsating flows in stationary ducts, the flow pulsation nor-
mally originated from the externally applied oscillatory pressure
wave superimposed onto a pressure head. This oscillatory pres-
sure or velocity potential is usually defined as the boundary con-
dition either at the flow entrance or flow exit. As an illustrative
example, the effect of flow pulsation on mass transfer could be
linear, and the Sherwood number associated with a pulsating flow
in a stationary duct could sometimes be expressed as the summa-
tion of Sherwood numbers of steady and oscillatory flows@7#. For
flow in a reciprocating duct, the reciprocating force is induced by
system reciprocation, and the relative strength of reciprocating
force, in terms ofvr sinvt in Eq. ~1!, is coupled with (kY•¹)n as
a nonlinear term to affect the flow motion. Thus we expect the
effect that the relative strength of the reciprocating force on heat
transfer might be nonlinear. In view of the turbulent and vortical
behavior, the differences in the laminar form of the momentum
conservation equations between pulsating flow in the stationary
duct and reciprocating duct flow would yield different turbulence
and vortical flow motions. This fundamental difference may pro-
vide the essential differences in the physical phenomena between
the present flow and pulsating flow in a stationary system.

For flow in a tube containing a twisted tape, the centrifugal and
torsional forces arise naturally when the fluid traverses the twisted
semicircular passages, and these forces can distort the axial veloc-
ity profile and modify the distributions of turbulent kinetic energy
@1#. As spanwise oscillations have been shown to affect the lon-
gitudinal vortex initiated by the centrifugal or Rayleigh-Benard
instability @8#, we have the possibility that the buoyancy effect on
heat transfer might not be negligible when a tube containing
twisted tape is reciprocated. As a convenient reference for buoy-
ancy level, the buoyancy parameter was defined asb(Tw2Tf) to
quantify the relative strength of the buoyancy effect at a particular
set of flow rate and reciprocating frequency. As the temperature
variation of the coolant did not make a significant change to a
coolant Prandtl number for this class of experiment, its effect on
heat transfer was not investigated. Having completed the nondi-
mensionalized process for Eq.~1!, and based on the aforemen-
tioned geometric and thermal boundary conditions described in
Fig. 2, the nondimensional heat transfer relationship for forced
convection in the reciprocating test section has the functional
form

Nu5$Re,Pu,b~Tw2Tf !,Z%, (3)

in which

Nu5qf d/kf $Tw2Tf% ~Nusselt number! (4)

Re5Wmd/y ~Reynolds number! (5)

Pu5vr /Wm ~Pulsating number! (6)

All symbols in Eqs.~3!–~6! are defined in the Nomenclature
section. When the test section was reciprocated, the pulsating

number, Pu, defined in Eq.~6!, provided an indication of the time-
averaged force ratio between the reciprocating and convective in-
ertial forces.

Experimental Apparatus

Reciprocating Facility. Figure 1 shows the schematics of the
reciprocating facility used for the experiments. An air receiver~1!
was maintained at a pressure in the range 6–8 bar by a compressor
~2!. Air from the receiver was allowed to flow through the heated
test section~3!, which simulates the oscillating piston-cooling
channel, via an air dryer~4!, a combined pressure regulator and
filter ~5!, a Tokyo Keiso TF-1120 mass flow meter~6!, and a
needle valve~7!. A flow calming section~8!, of a length equiva-
lent to 20 tube diameters, was fitted immediately upstream of the
entry plane of the test section. The needle valve~7! was used to
set the airflow through the test section at a level appropriate for
the Reynolds number at which a particular experiment was to be
conducted.

A crank-wheel mechanism~9!, driven by a 1500-W dc electric
motor ~10!, via a reduction gearbox~11!, was used to create the
oscillatory motion of the test section~3!. Speed fluctuations were
minimized by means of a flywheel~11!. A counter balancing
weight ~12! was fitted to the flywheel to maintain dynamic bal-
ance and a pair of guide ways was used to ensure a smooth recip-
rocating motion of the test section. An optical proximity trans-
ducer ~13! was used to measure the rotation speed of the crank
mechanism, and hence the reciprocating frequency of the test
section.

Test Section Module. Figure 2 shows the constructional de-
tails of the heated test section. As shown, a heated stainless-steel
tube~1! of circular cross section was used to simulate the piston-
cooling channel. This tube had a bore diameter of 15.0 mm and a
wall thickness of 1.5 mm. This tube was held between insulating
bushes~2! and ~3!, so that the length of the actively heated test
section was 225.0 mm. The inlet and exit bushes~2! and~3! were
made from insulating material to minimize axial heat loss from
the test section. The outer surface of the tubular test section was
electrically heated by means of spirally wound nickel/chrome re-
sistance wire having a diameter of 0.3 mm. The wire was wound
onto the outer surface of the test section with a pitch of 2.0 mm.

The heated test section and supporting bushes were held to-
gether by means of inlet and exit flanges~4! and~5! together with
four draw bolts~6!. The air entered the test section via an up-
stream plenum chamber, of diameter 120 mm to create a ‘‘sharp’’
entry condition. The pressure and temperature of the entry air in
this plenum chamber was measured with a pressure transducer
linked to digital encoder and a type-K thermocouple respectively.
The inlet Reynolds number, for a particular experiment, could be
calculated and monitored using the measured air flow, plenum
chamber pressure, and temperature measurements. This inlet Rey-
nolds number was based on the bore diameter of the test section.
A convergent nozzle, fitted into the exit flange~5!, permitted the
pressure in the entry plenum to be increased, for a given nominal
Reynolds numbers Re. This meant that the axial air velocity
through the test section could be reduced in response to a plenum
chamber pressure rise. In turn, this meant that a range of pulsating
numbers Pu could be examined for a specified nominal Reynolds
number simply by adjusting the plenum chamber pressure.

The temperature of the test section wall was measured at nine
of axial locations, along two opposite edges of the test section,
using type-K thermocouples. The locations of these thermo-
couples, expressed in equivalent or hydraulic diameters from the
entry plane, was 0.00, 1.33, 2.66, 4.00, 6.67, 8.00, 9.33, and
10.67, respectively. These wall thermocouples were actually em-
bedded in the tube wall so that the junctions were 0.50 mm from
the inner bore surface of the tube. In order to avoid an ‘‘end heat
loss’’ effect and an ‘‘upstream’’ effect of the choked nozzle, the
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Fig. 1 Schematic layout of the reciprocating test facility

Fig. 2 Constructional details of a test section
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final wall thermocouple was approximately 7.5 hydraulic diam-
eters upstream of the exit plane of the test section.

The helical twisted strip~7! inserted in the test section was
made from a strip of stainless steel 1.50 mm thick. The width of
this tape corresponded to the inner bore of the test section and the
helical pitch was 1.33 times the bore diameter of the test section.
This tape traversed the entire length of the actively heated tube
and the inlet-supporting bush. The fin parameterCfin , defined as
(km /kf)(d/d), was 57.7 for present study. Near the flow entrance
and in the outlet insulated bush~3!, three thermocouples pen-
etrated into the flow. Thermocouple~9! measured the bulk flow
entry temperature and two additional thermocouples~10! detected
the exit flow bulk temperature. In order to avoid the upstream and
downstream disturbances induced by these thermocouples for
flow-temperature measurements, these thermocouples were not al-
located within the heated flow path, as indicated in Fig. 2. The
penetrating distances of these centerline thermocouples were far
above the boundary layers in order to probe the temperature of the
turbulent core. By using an enthalpy balance method, the flow
bulk temperatures along the tube were sequentially calculated
starting from the measured flow temperature at the entrance to the
end of the test tube. In general, the difference between the esti-
mated and measured flow bulk temperatures at the exit plane was
less than 8%, and this set of experimental data was collected for
subsequent data reduction.

Experimental Program and Data Reduction
The experimental program adopted involved three phases. Ini-

tially the test section and instrumentation was checked out with a
series of heat-transfer experiments with a stationary test section,
over a range of Reynolds number levels, without the twisted tape
fitted. This was followed by a similar series of stationary base line
experiments with the twisted tape inserted into the test section.
Finally, heat-transfer experiments were undertaken with recipro-
cation of the test section, with the twisted tape inserted.

With the reciprocating experiments, for each Reynolds number/
pulsating number pair, five different levels of heater power were
selected to permit an assessment of the effect of buoyancy on heat
transfer. Actual heater powers were selected to create a test sec-
tion nominal wall temperature of 90 deg, 100 deg, 110 deg, 120
deg, and 130 deg at a downstream location of 6.67 effective di-
ameters. The test section was reciprocated at three different fre-
quencies, namely 0.42, 0.83, and 1.25 Hz. For each individual
test, the apparatus was allowed approximately 30 min to achieve
thermal equilibrium. The on-line data acquisition and storage sys-
tem was then activated, and captured all relevant measurements
for a total scan period of 10 s. In this respect, the time response
for the measurement system was adjusted to 0.005 s/scan. This
measurement rate was capable of resolving changes on the time
scale for reciprocating tests at a maximum frequency of 1.25 Hz.
However, this measurement rate might be insufficient to detect the
full time-varied temperature variations for a reciprocating cycle.
Therefore, the temporally maximum and minimum temperature
levels over the 10 s ‘‘equilibrium state’’ were automatically
logged. These measurements were used to define the oscillating
amplitude of a temporal Nusselt number variations for a particular
experiment. The raw experimental data were subsequently pro-
cessed to generate the appropriate Reynolds number, pulsating
number, and buoyancy number@see Eq.~2!#, and the individual
effect of these parameters on the Nusselt number distribution ex-
amined. The range of these non-dimensional parameters is given
in Table 1.

Having captured the raw experimental data, the following pro-
cedure was adopted for data reduction, including the calculation
of all relevant nondimensional groups. To evaluate the convective
heat carried by the flow,qf , for evaluation of the Nusselt number
using Eq.~4!, the net axial conductive heat along the test tube and
the external heat loss were subtracted from the total heating power
supply. To estimate the net axial conductive heat at any axial

location, the measured axial wall temperature distribution was nu-
merically curve fitted based on the wall temperature measure-
ments and a simple finite-difference representation for Fourier
conduction law. The characteristics of external heat losses at dif-
ferent reciprocating frequencies were revealed through a number
of heat loss calibration runs at various reciprocating frequencies.
For each set of calibration runs, the flow was blocked off, and the
test section was filled with thermal insulation. Under such circum-
stance, the heat supplied to the test tube was entirely lost into the
atmosphere and balanced with the amount of heat loss at corre-
spondingly steady-state temperature distribution. It was found that
the amount of heat loss was proportional to the locally prevailing
temperature difference between the wall and the ambient, with the
proportionality constant increasing with the reciprocating frequen-
cy. By incorporating these proportionality constants at different
reciprocating frequencies into the data reduction program, and
based on the measured wall and ambient temperatures, the amount
of external heat loss for each heat transfer test were able to be
estimated. The representative wall temperatureTw in Eqs.~3! and
~4! was estimated by an one-dimensional radial conduction cor-
rection of the measured value to a value corresponding to the
inner surface of test tube. For a 225-mm-long straight tube fitted
with a twisted tape, the quasisteady pressure level in the tube was
assumed as a constant for each reciprocating test. In general,
based on the pressure measurements in front of the test section,
less than 1.2% of pressure oscillation due to system reciprocation
was found. Subsequently, all the local dimensionless groups in
Eq. ~3! along test tube were calculated with the fluid properties
determined using the local bulk fluid temperature at the measured
pressure level, for convenience.

An uncertainty approximation for the data reduction was con-
ducted@9#. During data reduction process, the local properties of
the coolant, needed in Eqs.~5! and ~6! were estimated from the
fluid bulk temperatures and thus one of the major sources of un-
certainty was this temperature measurement. As the steady state of
a nonreciprocating flow system was approximated when the local
temperature variations were in the range of60.3°C, the maximum
uncertainty in the temperature measurement was estimated to be
60.3°C. The maximum percentages of error for the coolant’s spe-
cific heat, mass flow rate and thermal conductivity, the fluid den-
sity, the hydraulic diameter of test duct, and the heating area were
estimated as60.05%, 64%, 60.25%, 60.3%, 60.05%, and
60.6%, respectively. With the temperature difference between
wall and fluid varied from 20 to 60°C, the maximum uncertainty
for Nusselt, Reynolds, and pulsating numbers and the buoyancy
parameter were about 12%, 5%, 1%, and 0.5%, respectively.
Since the Reynolds number, pulsating number, and buoyancy pa-
rameter appeared in the dimensionless fluid momentum equations
as the ‘‘coefficients’’ in front of the forced convective, pulsating,
and buoyancy terms, respectively, changes of the values of these
dimensionless groups would yield the solution patterns of flow
and therefore the heat transfer. This study is aimed at experimen-
tally examining the effects of system reciprocation on heat trans-
fer when the Reynolds, pulsating numbers, and buoyancy param-
eters were systematically varied. In this way the interactive
influences induced by these dynamic forces present in a heated
reciprocated duct could be examined.

Results and Discussion

Stationary Results. The axial variation of the Nusselt num-
ber was examined for the smooth-walled tube case over the entire

Table 1 Range of experimental parameters investigated

Reynolds number range 3500–18,000

Pulsating number range 0–0.2
Buoyancy parameter range 0.05–0.28
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range of Reynolds numbers and heater power settings. In the im-
mediate entry region of the test section, the local Nusselt number
is relatively high. On moving downstream from the entry plane,
the Nusselt number tended to decay and approach a fully devel-
oped level. This is consistent with the development of the wall
boundary layer. It was found that all data acquired in the entry
region could be represented with an equation having a simple

exponential decay structure with reference to the axial location
relative to the entry plane. This correlation is given in Eq.~7! as

Nu`5@0.020310.05 exp~21.389Z!#Re0.8 (7)

Note that the Prandtl number variation, over the range of experi-
ments conducted, is small. Thus Prandtl number effects are im-

Fig. 3 Typical axial heat-transfer variations in a tube fitted with twisted tape

Fig. 4 Axial distributions of the heat-transfer performance ratio with various Reynolds numbers
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plicitly included in the numerical constants shown in this equa-
tion. The fully developed Nusselt number is in good agreement
with the well-known Dittus-Boelter@10# value.

A similar analysis was undertaken with the data obtained when
the twisted tape was fitted into the test section. In this case the
variation in local Nusselt number was correlated using Eq.~8!:

Nu05@0.594410.6739 exp~21.374Z!#Re0.56 (8)

Figure 3 compares all stationary twisted tape data with Eq.~8!.
Also shown, for comparative purposes, in Fig. 3 is the experimen-
tal correlation of Agarwal and Rao@5#. Good agreement between
the present data and that of Agarwal and Rao@5# is evident. As
shown in Fig. 3, no evident heat-transfer differences were ob-
served between two opposite edges at each axial location. There-
fore, the swirls in the two semicircular twisted flow passages were
symmetrical. Results obtained with different heater powers were
collapsed into a narrow data scatter band in Fig. 3. The buoyancy
effect in the stationary tube was thus negligible. With the twisted

tape present the Nusselt number achieves a more or less fully
developed level after about three effective diameters downstream
of entry. This was also the case with the plain smooth-walled test
section.

The overall increase in heat transfer resulting from the use of
the twisted tape was assessed by standardizing the measured Nus-
selt number Nu0 distributions with respect to the fully developed
plain tube Nusselt number Nu` . Figure 4 shows the relative Nus-
selt number Nu0 /Nu` distributions for Reynolds numbers of 3500,
4500, 5500, 6500, and 7500. Considerable enhancement in local
heat transfer is produced by the insertion of the twisted tape. The
swirl induced flow created by the twisted tape produces an aug-
mentation of heat transfer in the range 206–385% compared to the
plain tube situation. The enhancement produced increases in the
direction of flow from the inlet station, and tends to reach a con-
stant value in the developed flow regions at each Reynolds num-
ber. The enhancement in heat transfer produced decreased with
increases in the Reynolds number at all axial locations. This is felt

Fig. 5 Axial distributions of a reciprocating Nusselt number with various
buoyancy levels at pulsating numbers of 0.06 and 0.18
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to reflect the different Reynolds numbers exponents given in Eqs.
~7! and~8!. In the developed flow region, as shown in Fig. 4, the
values of the relative Nusselt number Nu0 /Nu` were about 3.85,
3.46, 3, 2.75, and 2.06 when the Reynolds numbers were 3500,
4500, 5500, 6500, and 7500, respectively. At the axial location

Z50, where the heating was initiated, the most thin data spread
driven by the variation of the Reynolds number was found. How-
ever, by extrapolating the relative Nusselt number Nu0 /Nu` up-
stream, Fig. 4 shows that all the relative Nusselt numbers collapse
to unity at the location about 1.8 effective diameter upstreamZ

Fig. 6 Axial distributions of reciprocating Nusselt number with various
pulsating and Reynolds numbers at reciprocating frequency of 0.83 Hz
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50 plane. Referring to the constructional details of the test sec-
tion, the axial spot ofZ521.8 was close to the location where the
flow started to encounter the twisted tape. Therefore, the modifi-
cation of flow structure by twisted tape actually commenced in
front of the Z50 plane. Along the test tube, the influences of
twisted tape on heat transfer gradually emerged along with the
merged boundary layers.

Reciprocating Results. When the tube is reciprocated, the
pulsating flow convects cooler or warmer fluid within the pair
of twisted semicircular passages in which swirling flows develop.
Accompanying this possibility of pulsation of the bulk flow is a
possible modification of the vortical flow cells, the turbulence
structure, and the vorticity itself. As a result, under the basically
uniform heat-flux heating condition, the wall temperature ex-
periences a timewise variation. This produces an attendant tempo-

ral Nusselt number variation at each measuring station. Never-
theless, after taking the mean value of the timewise Nusselt
number data for a period of 10 s, the time-averaged heater transfer
results along the tube were determined. Figures 5~a! and 5~b!
show the typical variation of the time-averaged Nusselt number
along the measurement edges for nominal Reynolds of 3500
and 18,000, respectively, and pulsating numbers of 0.06 and 0.18.
There was no discernible difference in the heat-transfer measure-
ments on the two measuring edges which suggests that the flow
conditions in both semicircular passage were the same even
with test section oscillation. For comparison Figs. 5~a! and 5~b!
also show the nonreciprocating heat-transfer distributions ob-
tained with the same Reynolds number values. The heat-transfer
characteristics shown in this figure were typical of those obtained
with different running conditions. In general the heat-transfer dis-

Fig. 7 Normalized axial Nusselt number distributions at a pulsating
number of 0.08
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tributions along the test section were not significantly different
from the stationary results when the test section was reciprocated.
However the reciprocating force could impede or enhance relative
heat transfer when the pulsating numbers were low and high,
respectively.

For each Reynolds number/pulsating number pair, the heat
transfer was found to be sensitive to the heater powers used. In
other words a buoyancy interaction was apparent when the test
section was oscillated. As seen in both figures an increase in the

buoyancy parameter,b(Tw2Tf), creates a systematic decrease in
the local Nusselt number. This sensitivity to buoyancy tends to
increase with increases in the pulsating number for a specified
axial location. Clearly, therefore, there is an interactive coupling
between the pulsating force and the buoyancy. At the immediate
entry section, the least data spread was noted because of the buoy-
ancy effect. As the flow proceeds downstream, the sensitivity to
buoyancy increases. The effect of buoyancy may be quantified by
noting that, at a downstream location of approximately ten hy-

Fig. 8 Parametric presentation of overall reciprocating effects on heat transfer
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draulic diameters from the entry plane, heat transfer may be re-
duced by approximately 25% over the range of buoyancy param-
eters covered by the experiments.

The results described above demonstrated the combined effect
of pulsating flow and the buoyancy effect. Because we are dealing
with a real fluid it is not possible to entirely eliminate buoyancy,
and examine the effect of flow pulsation in isolation. However, in
order to attempt this, comparisons of the effect of the pulsating
number were undertaken for tests where the average value of the
buoyancy parameter,b(Tw2Tf), are the same. Such a compari-
son is given in Fig. 6. In this figure the average buoyancy param-
eter over the length of the test section is 0.16. Figures 6~a! and
6~b! clearly show the impediment to relative heat transfer, which
occurs for pulsating numbers of 0.08 and 0.10, respectively. When
the pulsating number is greater than 0.14 an enhancement in rela-
tive heat transfer occurs, and this may be seen in Figs. 6~d! and
6~e!. Thus it is thought that, as the strength of the pulsating force
is increased by gradually reducing the Reynolds number, the flow
becomes destabilized, and this causes improved relative heat
transfer.

Variations of the pulsating number can also be achieved by
adjusting the frequency rather than by varying the Reynolds num-
ber at a fixed frequency. Tests were undertaken at pulsating num-
bers of 0.08 and 0.14 under these conditions, and Figs. 7~a! and
7~b! show typical variations of the relative Nusselt number ratio
obtained with two different Reynolds number values. Because the
pulsating number was fixed for each of these figures, the relative
strength of the reciprocating flow to flow inertia was also fixed for
the two different Reynolds numbers concerned. The data were
found to collapse into separate lines of fixed Reynolds numbers.
This suggests that the relative Nusselt number ratio is not inde-
pendent of Reynolds number. Higher levels of relative Nusselt
number ratio were found to consistently occur with lower Rey-
nolds number values. The influence of flow pulsation depends,
therefore, on the absolute strength of the inertial force for a speci-
fied value of the pulsating number.

It is clear from this investigation that flow pulsation has a sig-
nificant effect on forced convection in this particular tube geom-
etry. The effects of flow pulsation and buoyancy are interactive,
and the relative changes in heat transfer, compared to the station-
ary case, are dependent on the axial location. To illustrate this
overall effect, Figs. 8~a!–8~i! shows the variation of the relative
Nusselt number ratio with pulsating number for all tests under-
taken. All data points collected at a specific axial location were
examined in a single graph. Note that, because the heat transfer
features in Eq.~6!, which is used for the normalization process,
the relative Nusselt number ratio becomes unity when the test
section is static. Figure 8 shows that the patterns of departure of
the heat-transfer performance from the static case were similar in
all cases. Additionally, significant data spreading is indicated,
caused by Reynolds number and buoyancy effects. At each value
of the pulsating number shown in Fig. 8, increasing the Reynolds
number or the buoyancy number brought about reductions in the
relative Nusselt number ratio.

Generally, it may be noted that at relatively low pulsation num-
bers~e.g., 0.08! heat transfer is reduced, particularly at high val-
ues of the buoyancy parameter. For example, the local Nusselt
number could fall to about 53% of the corresponding static value.
However, as the pulsating number is increased~e.g., 0.18! the heat
transfer tends to recover, particularly at downstream locations.
These particular reciprocation-driven heat transfer results could be
due to variations in the vortical flow structures present in the
channel. There is evidence to show that flow pulsation in curved
and helical tubes may induce strong secondary flow cells which
have temporal fluctuations linked to the frequency and amplitude
of the pulsation; see Refs.@11,12#. The presence of the twisted
tape also involved centrifugal instabilities in the flow, and these
may have similarities to the temporal fluctuations found with the

curved and helical tubes. Based on the data shown in Fig. 8, it
appears that low-frequency reciprocation tends to stabilize the
flow, whereas increasing the frequency at fixed amplitude tends to
create stronger secondary flow levels because the nonlinear pul-
sating term in Eq.~1! is dominant. Secondary flows may also
occur in reciprocating ducts due to the presence of extended sur-
faces@13,14#, and these may further interact with the nonlinear
flow pulsation and thus influence the heat transfer in comparison
with smooth-walled channels. The nonlinear interaction of swirl-
ing flows and reciprocating forces creates synergistic effects in the
presence of the twisted tape, and these effects are not necessarily
additive.

Additionally, it has been shown that the effect of reciprocation
is dependent on the axial location in the tube. As the development
of hydrodynamic and thermal boundary layers occurs, the influ-
ence of the reciprocation gradually increases in the downstream
direction. The most significant influence of reciprocation was
found to occur in the latter part of the channel, where the flow is
expected to be reasonably well developed.

The motivation for this work was the desire to improve the
propulsive efficiency of marine Diesel engines by operating at
lower engine speeds. Under these circumstances, cooling channels
located in the pistons may well operate with fairly low pulsation
numbers and impediments to the internal heat transfer may result
from the piston oscillation. Therefore, careful attention to the de-
sign of these cooling systems is necessary to ensure reliable
operation.

Conclusions
An experimental study has been performed to investigate tur-

bulent flow heat transfer inside a reciprocating tube fitted with an
internal twisted tape. The effect of flow pulsation and buoyancy
has been particularly studied. As a result of the study the follow-
ing salient points emerge.

1 With a static test section, the spatial variations of relative
Nusselt number ratio~i.e., heat transfer compared to fully devel-
oped smooth-walled data! gradually increased in the downstream
direction, measured from the entry plane, and tended to an
asymptotic level as the flow became developed. With fully devel-
oped flow, the heat transfer in the test section was found to in-
crease, with respect to smooth-walled channels, by a factor in the
range 2.1–3.9. The relative Nusselt number ratio, for this static
case, was Reynolds number dependent with the ratio decreasing
with increasing Reynolds number.

2 The spatial distribution of heat transfer, produced with a re-
ciprocating test section, was similar to the forms found with the
stationary case. However, reciprocation may create an impedi-
ment or enhancement in heat transfer depending on the value of
the pulsating number. Generally heat-transfer impediment oc-
curred at low values of the pulsating number with the enhanced
heat transfer occurring at high values of the pulsating number.
The symmetry of the twisted flows caused by the tape did not
appear to be changed by the reciprocation.

3 A strong buoyancy effect was detected. Increasing the buoy-
ancy parameter tended to reduce the heat transfer. Also increasing
the pulsating number enhanced the influence of buoyancy.

4 The relative Nusselt number ratio Nu/Nu0 is not independent
of Reynolds number. Higher levels of the relative Nusselt number
ratio were found to occur consistently with lower Reynolds num-
ber values. Therefore, the influence of flow pulsation depends on
the absolute strength of the inertial force for a specified value of
the pulsating number.

5 At a specified axial location, low values of the pulsating
number produced significant reductions in heat transfer when
compared to the static case. This reduction of local heat transfer
could be reversed as the pulsating number was increased. The
most significant influence of the pulsation was experienced in the
developed region of flow.
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6 From the viewpoint of design piston cooling systems, it is
essential to ensure that the range of pulsating numbers and buoy-
ancy parameters produced does not create an environment of re-
duced heat transfer. Otherwise serious overheating of the pistons
may occur.
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Nomenclature

English Symbols

Cfin 5 fin parameter
d 5 hydraulic diameter of test duct
H 5 pitch of twisted tape
kf 5 thermal conductivity of fluid
km 5 thermal conductivity of twisted tape

kY 5 unit vector in the downstream direction of main flow
Nu 5 reciprocating Nusselt number

Nu0 5 nonreciprocating Nusselt number
Nu` 5 Nusselt number value for plain tube

Pu 5 pulsating number
Pr 5 Prandtl number
p* 5 pressure field of reciprocating flow
qf 5 convective heat flux
r 5 radius of crank arm

Re 5 Reynolds number
Tf 5 flow bulk temperature
Tw 5 wall temperature

Wm 5 mean through flow velocity
z 5 axial location
Z 5 dimensionless axial location~z/d!

Greek Symbols

b 5 thermal expansion coefficient of coolant
r 5 density of fluid
v 5 angular velocity of rotating crank
y 5 fluid kinetic viscosity
d 5 thickness of twisted tape
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Study of Using Oxygen-Enriched
Combustion Air for Locomotive
Diesel Engines
A thermodynamic simulation is used to study the effects of oxygen-enriched intake air on
the performance and nitrogen oxide (NO) emissions of a locomotive diesel engine. The
parasitic power of the air separation membrane required to supply the oxygen-enriched
air is also estimated. For a given constraint on peak cylinder pressure, the gross and net
power output of an engine operating under different levels of oxygen enrichment are
compared with those obtained when a high-boost turbocharged engine is used. A 4 per-
cent increase in peak cylinder pressure can result in an increase in net engine power of
approximately 10 percent when intake air with an oxygen content of 28 percent by volume
is used and fuel injection timing is retarded by 4 degrees. When the engine is turbo-
charged to a higher inlet boost, the same increase in peak cylinder pressure can improve
power by only 4 percent. If part of the significantly higher exhaust enthalpies available as
a result of oxygen enrichment is recovered, the power requirements of the air separator
membrane can be met, resulting in substantial net power improvements. Oxygen enrich-
ment with its attendant higher combustion temperatures, reduces emissions of particulates
and visible smoke but increases NO emissions (by up to three times at 26 percent oxygen
content). Therefore, exhaust gas after-treatment and heat recovery would be required if
the full potential of oxygen enrichment for improving the performance of locomotive
diesel engines is to be realized.@DOI: 10.1115/1.1290590#

Introduction
Both railroad operators and engine manufacturers face a major

challenge if they are to meet the standards for emissions of smoke,
particulates, unburned hydrocarbons, carbon monoxide, and ox-
ides of nitrogen (NOx) set forth in the U.S. Environmental Pro-
tection Agency’s regulations for locomotive diesel engines. With
recent advances in AC traction and electronics, railroads also face
an increasing demand for higher motive power so payloads in
freight locomotives can be increased. Argonne National Labora-
tory and the Association of American Railroads initiated a coop-
erative research and development agreement to study the applica-
tion of oxygen-enriched intake air as one method to meet the
above challenges.

A number of analytical and experimental studies~e.g., @1–4#!
have demonstrated the benefits of using oxygen-enriched intake
air in diesel engines. Increasing the oxygen content of a reacting
fuel-oxidizer mixture leads to faster burn rates and the ability to
burn more fuel at the same stoichiometry~oxygen-to-fuel ratio!.
These effects have the potential to increase the thermal efficiency
and specific power output of a diesel engine. The power increase
from a given displacement engine can be suitably exploited to
increase the number of locomotive cars or freight. In addition,
oxygen enrichment can also be considered as a way to reduce the
loss in power output when locomotives operate in underground
tunnels and at high altitudes.

When oxygen is added to the combustion air, emissions of vis-
ible smoke, particulates, and unburned hydrocarbons decrease sig-
nificantly over a wide-load range as a result of the more complete
combustion~e.g.,@5#!. Added oxygen also leads to shorter ignition
delays and offers the potential for burning lower grade and non-
petroleum fuels@1,5#. However, the increased oxygen content in
the combustion air is also expected to increase NO emission levels

because of the higher combustion temperatures. The anticipated
increase in NO emissions could be controlled by retarding fuel
injection timing and by using other state-of-the-art concepts such
as exhaust post-treatment with monatomic nitrogen and lean-NOx
catalysts. The objective of the present study is to address, in a
systematic way, the key technical issues associated with applying
oxygen-enrichment technology to locomotive diesel engines.
These issues include~1! optimizing the level of oxygen enrich-
ment in the intake air,~2! designing an air separation membrane
and assessing its parasitic power requirements, and~3! exploring
the merits of injection retard for controlling peak pressure and NO
emissions.

An appropriately modified computer simulation of a turbo-
charged diesel engine is used to study the effects of oxygen-
enriched intake air on the performance and NO emissions of a
locomotive diesel engine. The physical and operating characteris-
tics of an air separation membrane are briefly reviewed, and a
simplified model is proposed to estimate the module size and
parasitic power required to supply the desired oxygen-enrichment
level in the intake air. On the basis of engine and membrane
models, the net increase in brake power achieved by an engine
equipped with an air separation membrane to supply the oxygen-
enriched intake air are computed. Use of oxygen-enriched air is
compared with turbocharging to a higher inlet boost as a means to
increase power output. The effects of retarded fuel injection tim-
ing are also studied in conjunction with oxygen-enriched intake
air. Finally, the potential for enhanced exhaust heat recovery
when using oxygen enrichment is assessed. Other aspects of oxy-
gen enrichment, such as a reduction in particulates, smoke, and
unburned hydrocarbons and the ability to burn lower grade fuels,
are not the subject of this paper but have been studied earlier~e.g.,
@1–3#!.

Summary of Diesel Engine Simulation
The model used for this study is based on a zero-dimensional,

thermodynamic simulation of a turbocharged diesel engine@6#.
The parent code has been validated against test results from sev-
eral turbocharged diesel engines, and was previously modified to
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ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
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allow for various levels of oxygen enrichment in the intake air
and for operation with water-emulsified fuels@7#. This section
briefly summarizes the main assumptions of the simulation.
Additional details on the parent code can be found in Assanis and
Heywood@6#.

The diesel four-stroke cycle is treated as a sequence of continu-
ous processes: intake, compression, combustion~including expan-
sion!, and exhaust. Quasi-steady, adiabatic, one-dimensional flow
equations are used to predict mass flows past the intake and ex-
haust valves. The compression process is defined to include the
ignition delay period~i.e., the time interval between the start of
the injection process and the ignition point!. The total length of
the ignition delay can be either specified or predicted by using an
Arrhenius expression that is based on the mean cylinder gas tem-
perature and pressure during the delay period. Combustion is
modeled as a uniformly distributed heat release process. The rate
of heat release is specified by using an algebraic burning rate
correlation. Heat transfer is included in all the engine processes.
Convective heat transfer is modeled by using available engine
correlations that are based on turbulent flow in pipes. The charac-
teristic velocity and length scales required to evaluate these cor-
relations are obtained from a mean and turbulent kinetic energy
model. Radiative heat transfer, based on the predicted flame tem-
perature, is added during combustion.

For this work, a heat release correlation that was developed
earlier@8# based on experimental data for oxygen-enriched diesel
combustion was used, i.e.,

ṁf ,b~u!

mf ,o
5uBp

•exp~Ap2Cp•Au!1uBd
•exp~Ad2Cd•Au!,

(1)

whereṁf ,b is the instantaneous rate of fuel burning;mf ,o is the
total mass of fuel injected;u is the crank angle after ignition;A,
B, andC are adjustable parameters; and subscriptsp andd cor-
respond to the premixed and diffusion combustion phases, respec-
tively. The adjustable parameters are determined by matching the
experimental heat release rates against curve-fitted profiles gener-
ated by using the above heat release correlation~Eq. ~1!!. On the
basis of measured heat release data for a Caterpillar, single-
cylinder diesel engine@8# operating with an oxygen content in the
range of 21 percent to 35 percent by volume and an overall
equivalence ratio of about 0.5, the following values are recom-
mended for the constants:

Ap516.81020.61539@O2#

Bp526.62520.70921@O2#

Cp528.15220.76602@O2#

Ad526.029520.16920@O2#

Bd53.469810.10564@O2#

Cd51.820210.03195@O2#. (2)

In Eq. ~2!, the oxygen concentration,@O2#, is to be taken as
percentage.

The formation and destruction of thermal NO from atmospheric
nitrogen have been studied widely on the basis of the extended
Zel’dovich mechanism@9#, i.e.,

O1N25NO1N

N1O25NO1O

N1OH5NO1H. (3)

For the purpose of implementing the NO kinetics model in the
diesel simulation, the combustion chamber is divided in two
zones: a burned zone containing products of combustion and an
unburned zone containing air and residual gas. At any instant
throughout combustion, an incremental flux of fuel given by Eq.

~1! that is accompanied by a stoichiometric flux of air is assumed
to cross from the unburned zone to the burned zone. The products
of combustion are assumed to be at the adiabatic flame tempera-
ture, resulting from combustion of a stoichiometric fuel-air mix-
ture of specified oxygen content at the instantaneous unburned gas
temperature and pressure~uniform within the combustion cham-
ber!. The kinetic rate of change of the concentration of NO in the
postflame gases, along with appropriate expressions for its
temperature-dependent rate constants, are obtained from Lavoie
et al.@9#. The instantaneous concentrations of NO, O, O2, OH, H,
and N2 are approximated by their equilibrium values at the speci-
fied burned zone temperature and pressure. On the basis of a
knowledge of the instantaneous concentration of NO in the burned
zone, its overall concentration in the cylinder can be computed by
multiplying the ratio of moles in the stoichiometric burned core
times the total number of moles in the cylinder.

Air Separation Membrane

Operating Principle and Modes. Air delivered to engines
can be oxygen-enriched by selective permeation through non-
porous, polymer membranes via a well-known ‘‘solution-
diffusion’’ mechanism. In this mechanism, air molecules dissolve
into the polymer and then diffuse across it. Figure 1 illustrates a
typical prototype module built with hollow fibers, which re-
sembles a shell-and-tube geometry. The ambient air is fed from
the tube side at a higher pressure~P1. ambient! and holds the
shell side (P2) at a lower pressure. The pressure differential (P1
2P3), pressure ratio (P1 /P2), and concentration gradient across
the membrane provide the driving force for the dissolution and
diffusion of oxygen and nitrogen molecules across the membrane.
Because for a given polymeric material, the intrinsic rate of
dissolution-diffusion of oxygen is greater than that of nitrogen,
oxygen diffuses more rapidly and becomes enriched in the perme-
ate side at pressureP2 . The portion of the air that is swept out
without crossing the membrane called retentate is filled with more
nitrogen and comes out on the other side of the tube at pressure
P3 and is necessary to effect separation.

Air separation membrane units can be operated in one of three
modes as illustrated in Fig. 2: vacuum, pressure, or mixed. In the
vacuum mode, the feed airP1 is pressurized to only slightly above
atmospheric pressure~about 5 to 20 kPag, overcoming the tube
flow losses!, and a vacuum is maintained on the permeateP2 of
the membrane. The retentateP3 is vented at atmospheric pressure.
Oxygen concentration in permeate is a function of pressure ratio
(P1 /P2) between the feed and permeate. The vacuum mode is
efficient because it gives a high oxygen concentration due to high-
pressure ratio at a low differential pressure (P12P3). However,
because of the limited differential pressure, the vacuum mode
requires a larger membrane area for given flow rate than does the
pressure mode. In the pressure mode, the feed air is typically
pressurized~by an air compressor to about 2 to 3 atmospheres!,
while permeate is maintained at about atmospheric pressure.
Higher driving forces are obtained in this mode because the dif-
ferential pressures are higher than those of the vacuum mode,
resulting in reduced membrane area requirements. However, the

Fig. 1 Functional representation of a prototype membrane
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pressure mode is more energy intensive for oxygen-enriched prod-
uct, because both permeate and retentate have to be compressed to
higher pressures. Finally, in the mixed mode, the feed air is pres-
surized, and a partial vacuum is maintained on the permeate side
to increase both the pressure ratio and differential pressure and
thus the oxygen concentration.

Figure 3 illustrates one possible scheme of membrane operating
in the mixed mode to supply oxygen-enriched air for a turbo-
charged, multi-cylinder, diesel engine.

Membrane Performance and Design. The performance of a
membrane is characterized by its permeability and selectivity~in-
trinsic properties! and stage cut~or recovery!. The overall perme-
ability is a function of flow as well as of membrane composition.
It can be described by Fick’s law as follows@10,11#:

Ni5
Pri ADP

d
, (4)

where Ni is the flow rate of gasi ~cm3 of STP/s!; Pr is the
intrinsic permeability of gasi in the membrane~cm3 of STP-
cm/cm2-s-cm of Hg!; A is membrane area (cm2); d is the mem-
brane separating barrier thickness~cm!; and DP is the trans-
membrane partial pressure difference of gasi ~cm of Hg!.

Equation~4! indicates that the degree of separation between the
gases clearly depends on the relative permeabilities of the gases to
be separated. This ratio of gas permeabilities is known as selec-
tivity or separation factor. The separation factor~a! between oxy-
gen and nitrogen can be calculated as follows:

a5
PrO

PrN
. (5)

The larger the value of the separation factor is, the better is the
separation. The stage cut~w or recovery! of an air separator is
another important measure of performance. It is simply the per-
meate flow rate divided by the feed flow rate.

The performance of an air separator depends on several other
parameters such as membrane polymer structure, skin thickness,
geometry of the fibers, fiber dimensions, flow pattern, feed direc-
tion, feed conditions, cartridge type, packaging density, and ar-
rangement of separators. Details are provided in Winston Ho and
Sirkar @12# and Koros and Chern@13#. The selection of a mem-
brane to achieve the desired oxygen-enriched airflow is evaluated
in terms of the power required to maintain the pressure ratio and
differential pressure across the membrane and the amount of
space it occupies.

Various mathematical models and calculation methods for de-
signing hollow-fiber membranes have been reported in the litera-
ture @14,15#. The development of a model to study all the perfor-
mance variables and their tradeoffs would be quite exhaustive and
beyond the scope of this paper. In the present work, a Du Pont
proprietary code was made available to establish a relationship
between the permeate oxygen concentration and stage cut under
the specified input conditions listed in Table 1 and at several
pressure ratios between the feed and permeate~ranging from 1.5
to 4! in the following form:

@O2#5Aw31Bw21Cw1D, (6)

where @O2# is permeate oxygen concentration expressed as per-
cent volume;A, B, C, andD are third-order polynomial coeffi-
cients as a function of the pressure ratio between the feed and
permeate; andw is the stage cut. Equation~6! was used to
compute the stage cut at several desired permeate oxygen con-
centrations. Perfluoro-2-2-dimethyl-1-3 dioxole copolymerized
with tetrafluoroethylene, being developed at Compact Membrane
Systems, Inc.,~CMS! is being considered as a membrane material
@16# in the present model. From the stage cut, feed flow rates
corresponding to permeate flow rate and oxygen concentration can
be computed. The pumping work can be computed from the pres-
sure ratio between the feed and permeate and from the feed and
permeate flow rates.

In the absence of certain key design data, including the mean
partial pressure of oxygen in the module and the fiber geometry, it
is difficult to estimate membrane size. However, an attempt was

Fig. 2 Air separation membrane modes of operation

Fig. 3 Turbocharged diesel system configuration using
oxygen-rich air supplied by air separation membrane

Table 1 Membrane properties and input parameters for two
CMS materials
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made to demonstrate the influence of membrane properties and
other design variables on the membrane’s size and power require-
ments. For comparison purposes, a pressure ratio of 3.0 between
the feed and permeate across the membrane was assumed, and the
mixed mode was considered as a mode of operation~the mixing
stream’s concentration was 28 percent by volume and its flow was
about 72 percent of the total engine airflow!. The module size also
varies with the active length of the fibers, which is, in turn, a
function of pressure drop across the fiber tubes. For purposes of
this study, the active length was arbitrarily selected to be 0.9 or
1.2 m. Finally, to calculate the membrane surface area by using
Eq. ~4!, the end pressures of oxygen across the feed and permeate
were employed instead of the mean partial pressure of oxygen.
Membrane volume and module size was computed on the basis of
fiber geometry and packing density.

Results and Discussion

Engine Configuration. To explore the effect of various
oxygen-enrichment levels in the intake air on engine performance
and emissions, a representative 12-cylinder, GE 12-7FDL loco-
motive diesel engine was selected, and the diesel engine simula-
tion was applied to model its performance. The specifications of
the engine geometry are given in Table 2. Locomotive diesel en-
gines are operated at a series of fixed settings~throttle notches 1
through 8!, with each one providing a constant amount of power
at a governed engine speed. Since turbomachinery maps were not
available, the intake and exhaust manifolds were treated as con-
stant pressure and temperature plenums. The intake plenum con-
ditions were specified; the exhaust plenum conditions were pre-
dicted by means of ideal thermodynamic models of the
compressor and turbine with specified efficiencies. The actual in-
take and exhaust valve events and the manifold control volumes
and surface areas were obtained from a previous study conducted
at the Southwest Research Institute@17#.

Model Calibration and Validation. The diesel engine model
was calibrated through tuning of its adjustable constants related to
the computation of the discharge and heat transfer coefficients,
and overall friction for operation at notch 8~full load! with stan-
dard air. The frictional losses were estimated on the basis of the
Millington and Hartles correlation@18#. The heat release correla-
tion of Eq. ~1! was used; the values assumed for the adjustable
constants were those predicted by Eq.~2! for 21 percent oxygen
content. After airflow and other available brake quantities were
matched within two percent at notch 8, the ability of the simula-
tion to predict performance at six other notch positions~without
any further tuning! was explored. Measured data for the GE en-
gine at the various notch positions included input parameters such
as engine speed, mass of fuel injected, intake and exhaust tem-
perature and pressure, and volumetric efficiency. Output param-
eters included brake power, brake-specific fuel consumption
~bsfc!, brake mean effective pressure~bmep!, air mass flow, air/
fuel ratio, and brake thermal efficiency.

Figure 4 compares predicted brake power, bsfc, bmep, and air
mass flow rate with corresponding measurements at all six notch

positions. Over the range of notch positions examined, the diesel
engine simulation underpredicted brake power, bmep, and air flow
by about two percent to seven percent, while it correspondingly
overpredicted bsfc by about two percent to seven percent. Al-
though agreement between baseline engine predictions and data
could be improved by further tuning the model constants, it was
felt that such an exercise was not warranted. First, a complete
and reliable experimental database at all notch positions~specifi-
cally pressure and heat release rate! was not available when the
diesel engine simulation was being matched to the engine. Fur-
ther, the present study is intended to assess relative performance
changes when the intake air for the engine is supplied with vari-
ous oxygen levels, and not to focus on baseline engine perfor-
mance predictions.

Engine Gross Performance Under Various Oxygen Enrich-
ment levels. A constant oxygen-to-fuel ratio was used as the
basis to compare engine performance under different levels of
oxygen enrichment in the intake air. The mass of fuel injected per
cylinder per cycle was increased proportionally to the oxygen
level in the intake air to maintain a constant oxygen-to-fuel ratio.
The gross brake power, bsfc, bmep, and peak cylinder pressure
obtained when oxygen levels ranged from 21 percent to 35 per-
cent ~by volume! are shown in Fig. 5 at all six notch positions.
The amounts of power that would be required by the membrane to
supply the desired intake air oxygen concentrations are not cap-
tured in the gross performance estimates but will be accounted for
in a subsequent section to arrive at net performance improve-
ments. The model predictions indicate that cylinder~gross! brake
power significantly increases when the intake air oxygen concen-
tration increases from 21 percent to 35 percent. A substantial~10
percent! output increase can be achieved as the result of a rela-
tively small increase in oxygen content to 23 percent by volume,

Fig. 4 Validation of diesel simulation with experimental
results

Table 2 Specifications for GE locomotive diesel engine
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while up to 90 percent power increase can be achieved when the
oxygen content is increased to 35 percent. When the intake oxy-
gen content was increased from 23 percent to 35 percent, the
cylinder brake output increased from about 10 percent to 90 per-
cent at notch positions 8 through 5. At lower notch positions~4
and 3!, the cylinder output increased even more, by approximately
12 percent and 110 percent at oxygen-enrichment levels of 23
percent and 35 percent, respectively. The cylinder output is in-
creased when oxygen-enriched air is used because of burning ad-
ditional fuel, which is proportional to increase in the intake air
oxygen concentration. The enhanced power output resulting from
oxygen enrichment was accompanied by higher bmep and lower
bsfc. At notch 8, the bsfc decreased from 206 to 176 g/kW-h
~about 14 percent reduction! when the intake air oxygen level was
increased from 21 percent to 35 percent. A similar reduction in
bsfc was observed at other notch positions, more predominantly at
lower notch positions~4 and 3!. The implied thermal efficiency
improvements are attributed to faster burn rates, particularly dur-
ing the diffusion phase of combustion@2,7#. Despite the advan-
tages of lower bsfc, higher cylinder output, and higher bmep, the
peak cylinder pressures were higher by about three percent to 35
percent when the intake air oxygen level was increased from 23
percent to 35 percent, respectively, over ambient air. However,
the increase in peak cylinder pressure was smaller than the in-
crease in cylinder output. This feature of the oxygen-enriched
engine is attractive, particularly because some of the other tech-
niques for increasing power output~increased compression ratio,
high boost turbocharging! typically yield power improvements
proportional to peak pressure increases.

Effects of Fuel Injection Timing with Oxygen-
Enrichment. Oxygen-enriched combustion leads to shorter ig-
nition delays, higher diffusion burn rates, and faster completion of
the combustion process@2#. These effects should permit the fuel
injection timing to be retarded to contain the peak cylinder pres-
sure within a specified ceiling while still allowing some of the
performance benefits resulting from oxygen enrichment to be re-
alized. Retarded fuel injection timing should also help to lower
combustion temperatures and NO formation levels associated with
oxygen enrichment.

Figure 6 shows the effects of fuel injection timing on the per-
formance characteristics of an engine operating at full load~notch
8! with intake air at various oxygen-enrichment levels~23 percent
to 30 percent by volume!. As a result of retarding the fuel injec-
tion timing by four crank angle~CA! degrees, the deterioration in
brake power, bsfc, and bmep was marginal (,1 percent) com-
pared with the decrease in peak cylinder pressure~about 7 per-
cent! at any given oxygen-enrichment level. Retarding the injec-
tion timing further~up to 12 CA degrees! combined with oxygen
enrichment resulted in a reduction in the engine power output and
bmep of about 4 percent and an increase in bsfc of about 4 percent
when compared to standard injection timing of the respective
oxygen-enrichment cases. However, the corresponding peak cyl-
inder pressure decreased by approximately 22 percent, almost uni-
formly within the range of oxygen contents examined. When fuel
injection timing is retarded to 12 CA degrees, oxygen-enriched
combustion air provided higher gross power and bmep, and lower

Fig. 5 Effects of intake air oxygen-enrichment on engine per-
formance at various notch positions

Fig. 6 Effects of fuel injection timing on performance charac-
teristics at various oxygen-enrichment levels
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peak cylinder pressures when compared to those obtained using
ambient air operating at standard injection timing. For example,
when 25 percent oxygen-enriched air is used at 12 degrees CA
retarded injection timing, the gross power is increased by about 15
percent, bmep is increased by about six percent, bsfc is increased
by about three percent and peak cylinder pressure is decreased by
about 17 percent when compared to those obtained using ambient
air operating at standard injection timing.

The additional oxygen available in the combustion air short-
ened the ignition delay of the fuel-air mixture and thus the mag-
nitude of the premixed heat release as captured by the heat release
correlation. In addition, the faster diffusion burn rates still allowed
combustion to proceed in an optimal manner, so it reached its
peak within 10 to 16 CA degrees after TDC for the optimal re-
tarding of timing. Figure 7 illustrates an injection-timing map
showing the relationship between brake power and peak cylinder
pressure for various oxygen levels in the intake air. By retarding
fuel injection timing between 4 and 8 CA degrees for the various
oxygen-enrichment levels, the peak cylinder pressure can be
brought down to that achieved when standard air is used. The
corresponding decrease in brake power and increase in bsfc at any
particular oxygen-enrichment level was only about three percent.
For example, at a constant peak cylinder pressure~like that of the
base engine!, the cylinder brake output increased by about 45
percent when the intake air oxygen level was increased from 21
percent to 30 percent and the fuel injection timing was retarded by
about 8 CA degrees. The higher cylinder brake output at the same
or a marginally higher peak cylinder pressure is clearly one ad-
vantage of oxygen-enriched combustion over other methods of
increasing the power output from a given engine displacement.

NO Emissions. Higher post-flame temperatures and oxygen
concentrations during the combustion process result in higher NO
formation rates@19#. For a given combustion chamber, NO emis-
sions correlate with variations in the stoichiometric flame tem-
perature, which is dependent on inlet pressure and temperature
and the chemical composition of the fuel and oxidant@20#. In the
present work, variations in the stoichiometric, adiabatic flame
temperature with changes in the oxygen concentration in the com-
bustion air were studied by keeping all other influencing param-
eters~inlet pressure, temperature, and fuel composition! constant.
The instantaneous traces of adiabatic flame temperature and over-
all, bulk gas temperature when 21 percent and 26 percent oxygen
concentrations were used are depicted in Fig. 8. When the intake
oxygen concentration was increased from 21 percent to 26 percent
~by volume!, the peak stoichiometric flame temperatures and the
overall gas temperatures were higher by about 240 K. This result
can be readily explained, since the extra number of oxygen mol-
ecules in oxygen-enriched combustion displace nonreacting nitro-
gen molecules, which normally act as a diluent and cool down the

flame. This result corroborates the correlation of adiabatic flame
temperature with intake air effects, as established by several other
researchers@20,21#.

The NO formation histories during the combustion period are
shown in Fig. 9 for both ambient air and 26 percent oxygen-
enriched intake air. Instantaneous NO concentrations are shown as
a fraction of the contents in the burned core zone and the overall
cylinder. The instantaneous NO concentrations were considerably
higher with 26 percent oxygen-enriched intake air than with stan-
dard air. As combustion temperatures dropped, the NO concentra-
tions froze at concentrations higher than equilibrium at the given
temperature and pressure. The cycle-integrated, NO concentra-
tions~as a fraction of the adiabatic burned gas and the overall gas!
are shown in Fig. 10 for various oxygen-enrichment levels. The
NO emissions increased significantly when the intake air oxygen
concentrations were increased. For instance, when the intake oxy-
gen was increased from 21 percent to 26 percent, the cylinder-out
NO emissions increased by about 2100 parts per million~ppm!.
During operation at 30 percent oxygen content, the NO emissions
increased by a factor of three, from 1600 to 5000 ppm. This in-
crease in NO concentration corroborates previously published re-
sults on the effects of oxygen enrichment on NO emissions@5,22#.

Fig. 7 Fuel injection timing map: brake power versus peak cyl-
inder pressure at various intake air oxygen-enrichment levels

Fig. 8 Overall combustion and stoichiometric core-flame tem-
peratures with intake air oxygen-enrichment

Fig. 9 Effects of oxygen and injection timing on NO emissions
in stoichiometric and overall combustion regions
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Higher NO emissions, which are associated with higher com-
bustion temperatures, are one of the major drawbacks of oxygen-
enrichment technology. As a possible remedy, fuel injection tim-
ing was varied to examine whether it could influence the NO
formation associated with oxygen enrichment. When the injection
timing was retarded, the peak cylinder pressure and maximum
overall in-cylinder gas temperatures decreased. However, compu-
tations showed that engine-out NO emissions decreased by only
50 to 100 ppm when fuel injection timing was retarded 4 to 12 CA
degrees and oxygen-enriched intake air was used. Clearly, the NO
emission reductions obtained as a result of retarding fuel injection
timing were marginal compared with the NO emission increases
obtained when the oxygen concentration was increased from 21
percent to 26 percent. This result can be attributed to the fact that
retarding injection timing does little to affect flame temperature,
which is dominantly impacted by an increased oxygen concentra-
tion in the air. It appears that other control technologies are
needed to overcome the NO penalty associated with oxygen en-
richment. Some methods that have been explored to keep NO
levels reasonably low when oxygen-enriched intake air is used
include adding water in either the intake air or the fuel@7# and
using monatomic nitrogen induced by a pulsed arc, as a post-
treatment device@23#.

Membrane Size and Power Requirements. An estimation
of the power required by the membrane to supply the desired level
of oxygen-enrichment is necessary to assess the net power im-
provement obtained from an engine operating with oxygen-
enriched intake air. The simplified membrane model was used to
compute the membrane power and size required for an engine
operating at full load and different intake air oxygenenrichment
levels. The predicted variation in permeate oxygen concentration
with stage cut at various feed-to-permeate pressure ratios is shown
in Fig. 11 for CMS-3 membrane material. To yield high stage cut
and high purity, both selectivity and permeability should be high;
these properties are difficult to achieve because of the inherent
tradeoffs between membrane permeability and selectivity. Data on
the feed flow rate, permeate flow rate, and pressure ratios across
the module were used to obtain the membrane power data.

The total isentropic work required to drive the membrane mod-
ule to produce the desired oxygen concentration and permeate
flow rate at engine full load condition~supplying 3.31 m3/s air-
flow! under the three alternative operating modes are shown in
Fig. 12. The pressure mode is clearly the most power intensive
because the pumping work is done on the feed air. On the other
hand, the mixed mode requires the least power for moderate levels
~up to 26 percent! of permeate oxygen. At higher permeate oxy-
gen levels, the vacuum mode requires less power than the other
two modes; mainly because the purity of the oxygen concentration
of the mixing stream is limited to 30 percent or less~by volume!
when either CMS-3 or CMS-7 membrane material is used. When

vacuum mode is used, the isentropic work required producing
oxygen concentration from 23 percent to 25 percent and then from
26 percent to 28 percent is small~18 and 47 kW, respectively!.
The minimum amount of isentropic work required to yield a pre-
scribed level of permeate oxygen under full-load engine operation
~notch 8! is shown in Fig. 13 for both CMS materials. CMS-3
requires less power because its selectivity and stage cut are rela-
tively higher than those of CMS-7 membrane. In practice, the
pumping losses should be accounted to realize the net power re-
quirements of the membrane to supply desired oxygen enriched
airflow.

Table 3 compares some membrane performance parameters, in-
cluding surface area, module volume, and isentropic work, re-
quired supplying 26 percent oxygen-enriched air to a 12-cylinder
locomotive engine operating at full load. The CMS-3 module oc-
cupied more space but required less power than the CMS-7 mod-
ule. The tradeoff between membrane size and power is apparent.
This tradeoff is inherent in membranes because of their intrinsic

Fig. 10 Nitric oxide concentrations at different intake air
oxygen-enrichment levels

Fig. 11 Variation of permeate oxygen concentration with
stage cut at various pressure ratios for CMS-3 membrane ma-
terial

Fig. 12 Total isentropic work required to drive membrane un-
der three operating modes

Fig. 13 Minimum isentropic work required by membrane mod-
ule at various oxygen-enrichment levels
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properties~permeability versus selectivity!. For example, CMS-3
has a relatively low permeability but high selectivity, and thus
requires less power but a larger module size. Conversely, CMS-7
has a relatively high permeability but low selectivity, and thus
required more power but a smaller module size. The tradeoffs
among membrane properties and operating modes suggest that a
detailed optimization study should be conducted to arrive at the
smallest possible size and lowest amount of power required for
any given application.

Performance of the Engine with Membrane Supplying
Oxygen-Enriched Air. The net work required by an air separa-
tor membrane to supply the desired oxygen concentration in the
engine intake air have to be considered to evaluate the net brake
output obtained from the engine. Computation of the parasitic
power requirements of an air separator module involves optimiz-
ing several physical and operating characteristics of the mem-
brane. Because design information is limited and there is no de-
tailed membrane model, the accuracy of estimating membrane
power requirements is compromised. However, for the prelimi-
nary membrane design arrived at in the previous section, mem-
brane power requirements were estimated as a function of the
permeate oxygen level for two candidate materials~Fig. 13!. As-
suming that an air separator module made of CMS-3 membrane
material and operating under the mixed mode supplies the desired
oxygen concentration in the intake air, the net brake power output
~cylinder brake power minus net membrane work! was computed
at full load, as shown in Fig. 14. To obtain the net membrane
work, 70 percent mechanical efficiency was assumed for both the
vacuum pump and blower. On the basis of the present membrane
model, the net engine power improvements were found to be
about three percent to ten percent when the intake air oxygen was
increased to 23 percent and 30 percent, respectively. The net
brake power improvements obtained from the engine that used
oxygen-enriched intake air were considerably smaller than the
gross cylinder output~without allowing for membrane work!. Any
reduction in membrane net power requirements would directly
enhance the net power improvements. However, for a detailed
design and ultimate assessment of the membrane potential, more
accurate computations of membrane power requirements should

be carried out. They should consider all tradeoffs among mem-
brane intrinsic properties and operating conditions.

Oxygen Enrichment Versus Turbocharging. Turbocharg-
ing is a proven, practical method to obtain a higher power output
than the natural aspiration from a given engine displacement.
However, there are practical limits to boosting intake manifold
pressure before the complexity and losses associated with com-
pressing the air are increased considerably~e.g., need for two-
stage turbocharging and intercooling!. Use of oxygenenriched in-
take air can be considered as an alternative or a complementary
method to boost the power output. In the present work, an attempt
was made to quantify the difference between highly boosted tur-
bocharging versus oxygen enrichment plus regular boost, in terms
of the brake power obtainable at any specified peak cylinder
pressure.

To admit the same mass of oxygen per cycle as that which
occurs with oxygen enrichment, turbocharging requires a consid-
erably higher intake manifold pressure or lower temperatures. At
full load, turbocharging requires the intake manifold pressure to
be increased from 241 to 393 kPa as the oxygen content increased
from 21 percent to 35 percent by volume in the intake air, respec-
tively. The same mass of fuel is injected in both cases, so that they
operate with the same oxygen-to-fuel ratio. The considerably in-
creased compression work resulting from the highly boosted air
and its extra mass of nitrogen are reduced in the case of oxygen
enrichment. As a result, the gross cylinder power obtained is con-
siderably higher with oxygen enrichment than with high-boost
turbocharging at any constant peak cylinder pressure~see Fig. 15!.
When the net membrane power is subtracted from the gross cyl-
inder output, the difference between oxygen enrichment and tur-
bocharging appears to be minimal for operation at the base injec-
tion timing ~Fig. 15!. However, an oxygen-enriched engine, with
its shorter delay and faster diffusion burn period, can operate with
an injection timing that is retarded so that peak cylinder pressure
is reduced, as discussed previously. When this strategy is fol-
lowed, the net brake power obtainable at any constant peak cyl-

Fig. 14 Potential of brake power enhancement with oxygen-
enrichment at full load

Fig. 15 Potential of oxygen-enrichment over turbocharging
with increased boost to enhance the power output

Table 3 Design estimates of membrane size and power requirements for two different materials operating under mixed mode to
supply 26% oxygen in the intake air of an engine at full load
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inder pressure is higher with oxygen enrichment than with high-
boost turbocharging. For instance, by using 28 percent oxygen
concentration and fuel injection timing retarded by 4 CA degrees,
a four percent increase in peak cylinder pressure could result in an
increase in engine net power of approximately 10 percent, com-
pared with an increase of only 4 percent by using turbocharging.
In general, net power enhancement with increased turbocharging
is fairly proportional to the increase in peak cylinder pressure,
whereas the benefit is higher with oxygen enrichment.

At a constant oxygen-to-fuel ratio, exhaust gas temperatures at
the turbine exit were considerably higher~100 to 500 K! with
oxygen enrichment than with turbocharging because of the higher
flame temperatures of the former. If part of the additional exhaust
energy what is available with oxygen enrichment were recovered,
the net power improvement of the oxygenenriched engine would
be more attractive. To quantify the expected improvement, the
difference in exhaust enthalpy past the turbine under operation
with oxygen enrichment versus increased inlet boost turbocharg-
ing was assumed to be recovered by using an organic rankine
cycle with 20 percent overall thermal efficiency. The additional
power obtained from the recovered exhaust energy was then
added to the net brake power of the oxygen-enriched engine, as
shown in Fig. 15. For a 12 percent increase in peak cylinder
pressure, the net power obtained by using 28 percent oxygen-
enriched air with exhaust recovery increased from 10 percent to
22 percent, whereas the power improvement that resulted from
using an increased inlet boost was only 13 percent. Hence, it is
essential to recover part of the incremental exhaust energy with
oxygen enrichment so that the net power improvements from a
given engine are competitive with other conventional methods.

Summary and Conclusions
A thermodynamic diesel engine simulation and a simplified

model of the air separator membrane were used to study the ef-
fects of different intake air oxygen-enrichment levels on the per-
formance and NO emissions of a locomotive diesel engine. The
following conclusions can be drawn from this investigation:

1 At notch 8~full load!, when the intake air oxygen concentra-
tion was increased from 21 percent to 35 percent~by volume!
while a constant oxygen-to-fuel ratio was maintained in the com-
bustion mixture, the cylinder~gross! brake output and brake mean
effective pressure increased by up to 90 percent, and gross brake-
specific fuel consumption decreased by down to 15 percent. How-
ever, the corresponding peak cylinder pressure increased by up to
35 percent.

2 Retarding the fuel injection timing when oxygen-enriched
intake air is used has a beneficial effect with respect to peak
cylinder pressure without imposing a severe penalty on power and
fuel consumption. For intake air oxygen levels varied between 23
percent and 30 percent~by volume! and with retarded fuel injec-
tion timing ~up to 12 deg crank angle!, the peak cylinder pressure
was decreased by up to 22 percent, with only a marginal penalty
~on the order of 4 percent! in power and fuel consumption.

3 NO emissions computed on the basis of adiabatic flame tem-
perature increased by up to 4 times when the intake air oxygen
concentration was increased from 21 percent to 35 percent. Al-
though retarding fuel injection timing can somewhat reduce NO
emissions associated with oxygen-enriched combustion, another
post-treatment device is needed to comply with the NO emission
standards.

4 To provide intake air with 23 percent to 30 percent oxygen
content~by volume! for a 12-cylinder locomotive diesel engine
operating at full load requires isentropic work between 112 to 485
kW to drive the auxiliary equipment; the corresponding mem-
brane area is estimated to occupy between 0.28 and 0.85 m3, de-
pending on the desired level of oxygen enrichment. However, an

extensive optimization of several membrane parameters is neces-
sary to refine the estimates of membrane power and size for a
desired enrichment level and airflow.

5 On the basis of a preliminary membrane design and its power
requirements, the net brake power improvement obtained from an
engine operating with oxygen-enriched air~from 23 percent to 30
percent by volume! supplied by an air separation membrane was
only between 3 percent and 10 percent. For the same inlet condi-
tions, the cylinder brake output~without the parasitic membrane
work! increased substantially, i.e., between 10 percent and 46 per-
cent. Any reduction in net membrane power requirements has an
obvious direct impact on net power improvement.

6 When peak cylinder pressure is controlled by retarding fuel
injection timing, oxygen enrichment has the potential to result in
greater improvements in brake power than those obtained by us-
ing other methods such as high-boost turbocharging. For instance,
a 4 percent increase in peak cylinder pressure can result in a 10
percent increase in net engine power with oxygen enrichment but
only a 4 percent increase with high-boost turbocharging. In addi-
tion, recovering part of the increased exhaust energy through a
bottoming cycle can make the oxygen-enriched concept far more
attractive than other methods of boosting power at a constant peak
cylinder pressure.

7 Since the required modifications to the intake system are not
complex, a membrane device can be retrofitted to in-use locomo-
tives. Oxygen-enrichment technology promises to provide a sig-
nificant power boost on sudden demand or continuously, alleviate
concerns about certain exhaust emissions~visible smoke, particu-
lates, and unburned hydrocarbons!, and enable the use of lower
grade fuels.
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An Experimental Investigation
of the Effects of Common-Rail
Injection System Parameters
on Emissions and Performance
in a High-Speed Direct-Injection
Diesel Engine
An investigation of the effect of injection parameters on emissions and performance in an
automotive diesel engine was conducted. A high-pressure common-rail injection system
was used with a dual-guided valve covered orifice nozzle tip. The engine was a four-valve
single cylinder high-speed direct-injection diesel engine with a displacement of approxi-
mately 1

2 liter and simulated turbocharging. The engine experiments were conducted at
full load and 1004 and 1757 rev/min, and the effects of injection pressure, multiple
injections (single vs pilot with main), and pilot injection timing on emissions and perfor-
mance were studied. Increasing the injection pressure from 600 to 800 bar reduced the
smoke emissions by over 50 percent at retarded injection timings with no penalty in
oxides of nitrogen~NOx! or brake specific fuel consumption (BSFC). Pilot injection cases
exhibited slightly higher smoke levels than single injection cases but had similarNOx
levels, while the single injection cases exhibited slightly better BSFC. The start-of-
injection (SOI) of the pilot was varied while holding the main SOI constant and the effect
on emissions was found to be small compared to changes resulting from varying the main
injection timing. Interestingly, the point of autoignition of the pilot was found to occur at
a nearly constant crank angle regardless of pilot injection timing (for early injection
timings) indicating that the ignition delay of the pilot is a chemical delay and not a
physical (mixing) one. As the pilot timing was advanced the mixture became overmixed,
and an increase of over 50 percent in the unburned hydrocarbon emissions was observed
at the most advanced pilot injection timing.@DOI: 10.1115/1.1340638#

Introduction
The automotive industry has long favored the spark-ignition

~SI! engine with its relative simplicity, smooth operation, and
good performance characteristics. The spark-ignition engine has
offered the industry an engine with good overall performance over
a wide range of engine speeds. With increasing fuel prices and
ever increasing environmental@corporate average fuel economy
and proposed CO2 regulations# and emissions regulations, the au-
tomotive industry is looking towards other alternatives to the tra-
ditional SI engine. The compression ignition engine, or diesel en-
gine, with compression ratios of 12–24, as compared to 8–12 in
SI engines@1#, offers a higher thermodynamic efficiency than the
spark-ignition engine. Additionally, the diesel engine with its lack
of pumping losses due to throttling the intake charge as in a SI
engine, and the increased thermal efficiency, offers increased fuel
economy when compared to a SI engine. The diesel engine also
has a reputation for being a very reliable engine over a long ser-
vice life, in part because of the sturdy construction needed to
withstand the high compression ratios used.

Traditionally, relatively high combustion noise, oxides of nitro-
gen (NOx) emissions, and particulate emissions have hindered

diesel engine use in the automotive industry. These shortcomings
are due to the heterogeneous nature of the spray combustion pro-
cess occurring in a direct-injection compression-ignition engine.
Common-rail injection systems for direct-injection diesel engines
offer automotive diesel manufacturers an effective tool to help
resolve these historical shortcomings of the diesel engine. Modern
common-rail injection systems offer high injection pressures with
flexible electronic control of fuel delivery, injection pressure, in-
jection timing, and rate-of-injection~ROI! through the use of mul-
tiple injections. By effectively controlling the spray characteristics
the resulting combustion process can be controlled.

Heavy-duty diesel engine manufacturers commonly use high
injection pressures with smaller nozzle hole diameters to reduce
particulate emissions. Reductions in particulate are attributed to
better atomization of the fuel and increased mixing due to wall
impingement, enhanced spray penetration, and additional air en-
trainment@2,3#. Additionally, research has shown that pilot and
split injections can reduce both NOx emissions and combustion
noise significantly@2,4#. High-pressure split injections have been
shown to simultaneously reduce both NOx and particulate
emissions@5,6#.

Research has also been performed on the effect of exhaust
gas recirculation~EGR! on exhaust emissions@7#. Additionally
the combination of split injections with EGR has been shown to
reduce both NOx and particulate emissions simultaneously in
heavy-duty engines@8#. Common-rail fuel injection systems
should allow high-speed direct-injection~HSDI! diesel engine
manufacturers to significantly reduce the shortcomings of the tra-
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ditional diesel engine mentioned earlier by effectively controlling
the diesel spray characteristics and thus the combustion process.

Experimental Setup
The injection system used was an electrohydraulically con-

trolled high-pressure common-rail injection system capable of up
to two injections per combustion event. The injector had a dual-
guided valve covered orifice nozzle tip. An electronic motor drove
the high-pressure injection pump. The additional parasitic power
of the electronic motor was accounted for during the injection
pressure study. Instantaneous mass rate-of-injection profiles were
obtained using a Bosch-type rate-of-injection meter. The details of
the test bench used for the present research can be found in Bower
@9#. A detailed study of the spray characteristics produced using
this fuel injection system can be found in Tennison et al.@10#.
Fuel system specifications are summarized in Table 1.

The engine was a four-valve single cylinder HSDI diesel engine
with a displacement of approximately12 liter. The test cell was
designed to simulate turbocharging by controlling intake boost
and exhaust back pressure. The engine was fully instrumented for
temperature and pressure measurements, including in-cylinder
pressure. The test cell had full emissions measurement capability
including NOx , CO, CO2, total unburned hydrocarbons and
smoke measurements. Gaseous engine emissions were measured
using a Nicolet Fourier Transform Infrared~FTIR! emissions ana-
lyzer. Smoke measurements were performed using a Bosch
RTT100 Smoke Opacimeter. Note that the RTT100 measures

Fig. 1 Test engine cell layout

Table 1 Fuel system specifications

Table 2 Engine specifications
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opacity and, through the use of internal correlation equations, the
unit converts the opacity measurement to a particulate value with
units of mg/m3. For the present research, this data was converted
to units of g/kW hr and is presented as Bosch C@g/kW hr# in the
engine results. Engine specifications are given in Table 2 and Fig.
1 is a schematic of the test cell layout.

The fuel used was a commercially available #2 diesel fuel with
an API gravity532.7 at 60°F, viscosity of 2.43 cSt at 40°C, cetane
rating of 44.3, C/H ratio of 6.8689, and a net heat of combustion
of 18 266 BTU/lb.

Test Conditions
The present research focused on the effects of injection pres-

sure and multiple injections. The test conditions were carried out
at full load conditions. Injection pressure studies were performed
at 1004 rev/min and the multiple injection study was performed at
1757 rev/min. Injection system timings are characterized by three
energizing times~time during which the solenoid is excited! ex-
pressed inms, related to the first injection, the dwell period, and
the main injection. For example, a pilot injection case with a
notation of 160/3302/1024 means that the first pulse was injected
with a duration of 160ms, a dwell time of 3302ms, and a second
pulse with a duration of 1024ms.

The start-of-injection for both the pilot and the main injection
are expressed in the number of crank angle~CA! degrees after top
dead center~ATDC!. There was a slight mechanical delay be-
tween the electronic signal sent by the electronic control unit
~ECU! to the injector and the actual start of injection. This delay
was determined to be typically14 ms. Data in this paper is pre-
sented in reference to the ECU timing signals sent to the injector.
For each engine condition tested an injection timing sweep was
performed. The timing was varied in increments of four crank
angle degrees, typically up to twelve degrees both advanced and
retarded from the baseline timing condition. Details of the engine
test conditions~baseline! are shown in Table 3.

Results and Discussion

Injection Pressure Effects. The effect of injection pressure
on emissions and performance was investigated for an engine
speed of 1004 rev/min and full load. This case was chosen be-
cause it exhibited relatively high smoke emissions. The injection
pressure was raised by 200 bar from the baseline condition while
the overall fuel rate was kept constant. The solenoid activation
time for the pilot was adjusted to try to keep the total mass of the
pilot injection constant between the two injection pressures. The
600-bar case had a pilot consisting of 7.7 percent of the total mass
injected~33.9 mg/inj!, while the 800-bar case had a pilot consist-

ing of 8.3 percent of the total injected mass~34.2 mg/inj!. The
difference in fuel rate for the two injection pressures was less than
1 percent.

Figure 2 shows the Bosch rate-of-injection profiles for the two
injection pressures at the baseline injection timing. A full timing
sweep was performed at the same intervals as those performed for
the baseline case. The dwell between the pilot and main injection
was kept constant at 30 CA degrees for both injection pressures.
The increased pumping power required for the higher injection
pressure was accounted for in the results since the pump is driven
externally by an electric motor. The increased pump power would
be approximately 0.11 kW, and this was subtracted from the mea-
sured engine out power.

Figure 3 shows Bosch C vs NOx for the two injection pressures.
As can be seen, there was a significant reduction in smoke at the
higher injection pressure, without a large increase in NOx produc-
tion. Indeed, the same NOx production levels could be achieved
with a slight retardation of injection timing for the higher injection
pressure case. At the higher injection pressure, a main injection
timing of 0° ATDC achieved the same NOx level as the base
injection timing of24° ATDC without any penalty in brake spe-
cific fuel consumption~BSFC!, as shown by the circled points in
Fig. 3. However, at the same timing a smoke reduction of over 50
percent was achieved.

Figure 4 shows the effects of injection pressure on total hydro-
carbon emissions~THC! vs start-of-main injection timing. The
case of increased injection pressure appears to have a significant
effect on total hydrocarbon emissions at retarded injection tim-
ings. This result is consistent with the findings of Oblander et al.
@4#. The reduced THC emissions could be due to the enhanced
atomization and better mixing created by the increased injection
pressure.

Figures 5 and 6 show apparent-heat-release-rate~AHRR! and

Fig. 2 ROI for 600 and 800-bar pressure, 1004 rev Õmin, SOI
pilot ÄÀ35 ATDC, SOI MainÄÀ4 ATDC

Fig. 3 Effects of injection pressure on Bosch C vs NO x

Table 3 Engine test parameters „baseline …
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ROI at two different SOI timings for the injection pressures of
600 and 800 bar, respectively. As one can see, the rate of heat
release for both injection pressures is quite similar. At the higher
800-bar injection pressure the rate of heat release for the main
injection peaks earlier and drops off earlier than for the lower
injection pressure for both injection timings shown. This is due to
the greater injection velocities and shorter duration of the higher-
pressure injection.

Multiple Injection Effects—Single vs Pilot-Main Injection.
The effect of multiple injections on emissions and performance
was investigated with the common-rail injection system. A single
injection case and a split injection case with a pilot and main

injection were conducted at the engine speed of 1757 rev/min.
The fuel rate for the two cases was set to be within 4 percent of
each other and the effect of the start of pilot injection timing was
investigated. The pilot timing was varied in 5 CA° increments
while keeping the main injection at the baseline timing.

Figure 7 shows the ROI profiles for both the single and pilot
injection cases at a main injection timing of25.5 CA° ATDC. To
match the fuel quantity of the pilot-main case the single injection
had a slightly longer injection duration than the main in the pilot
case. Figure 8 compares the effects of the single injection vs the
split injection with a pilot on the smoke vs NOx tradeoff curve.
The timing sweep for the single injection was created using the
same injection timing as the baseline sweep used for the main
injection. The sweep was performed in four CA° increments. As
can be seen from the figure the effect of a pilot injection is mini-
mal when compared to a single injection. However, the pilot in-
jection case does appear to produce a greater amount of smoke
than the single, especially at some retarded injection timings. The
NOx levels are nearly identical at central injection timings.

Figure 9 shows BSFC vs main injection timing for the single
and pilot injection cases. The single injection case has a lower
BSFC over a wide range of injection timings. This is consistent
with the findings of Oblander et al.@4#. Figure 10 shows cylinder
pressure, AHRR, and ROI for the baseline main injection timing
of 25.5° ATDC for both the single and pilot injection cases. The
pilot injection burn is seen to cause a noticeable increase in cyl-
inder pressure by the end of the compression stroke. With the pilot
injection there does not seem to be a significant decrease in the
ignition delay of the main injection, as other researchers have also
found @2,4#. Under these conditions the rate of heat release for the
main injected quantity of fuel does not appear to be significantly

Fig. 4 Effects of injection pressure on THC vs SOI main
injection

Fig. 5 AHRR and ROI for 600 and 800-bar injection pressures
for base injection timing at 1004 rev Õmin

Fig. 6 AHRR and ROI for 600 and 800-bar injection pressures
for an advanced injection timing at 1004 rev Õmin

Fig. 7 ROI profiles for single and pilot injection cases at 1757
rev Õmin

Fig. 8 Effects of single injection and pilot on smoke vs NO x
tradeoff curve
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different between the two cases. The peak for the single injection
case is shifted slightly later than the pilot injection case. This is
not consistent with results of Shimada et al.@2# who found that
the peak rate of heat release was reduced by nearly a half with
pilot injection. This difference is likely due to the fact that Shi-
mada et al. used larger pilot injection quantities, whereas in this
present research the pilot was only 8 percent of the total injected
mass. The pilot injection does not seem to have much of an effect
on the apparent heat release rate at these speed, load, and injection
parameters.

Figure 11 shows THC vs main injection timing for the pilot and

single injection cases. As can be seen from the figure there is a
significant reduction, over an 80 percent reduction, in total hydro-
carbon emissions when a pilot injection is used. This is consistent
with the results of Oblander et al.@4# who showed similar benefits
of using a pilot injection on unburned hydrocarbons.

Pilot Injection Timing. The effect of the pilot injection tim-
ing was studied for the condition at 1757 rev/min. In this case the
pilot timing was varied in 5 CA° increments while holding the
main injection timing constant. Figure 12 shows example ROI
profiles at two different pilot timings.

In the following figures, the notation 1757AD~D indicates that
the dwell was changed! refers to the pilot timing study and 1757A
refers to the baseline case. Figure 13 shows the smoke vs NOx
tradeoff curve for the pilot timing study and Fig. 14 shows an
expanded view of the tradeoff curve for both the pilot study and
the baseline 1757 rev/min timing sweep cases. Note that, for the
baseline case, the pilot and main injection timings were varied
with a constant dwell of 35 CA° between them. For the pilot
timing study only the SOI of the pilot was varied. Figure 13
shows a complicated soot-NOx tradeoff exists as the pilot dwell is
changed. In particular, at long dwells high NOx and low soot is
seen. As the dwell is decreased, soot increases and NOx at first
decreases and then hooks back at relatively short pilot-main
dwells.

Figure 14 shows however that the pilot timing does not have as
a significant effect on the smoke NOx tradeoff as does the effect
of main injection timing. The data of Fig. 13 are seen to be clus-
tered around the25.5° ATDC data point in Fig. 14. In Fig. 13 it
is seen that the best improvement in NOx occurs at a pilot timing
of about232° ATDC. The NOx is reduced by 15 percent at this
pilot timing when compared to the baseline timing~i.e., 35°

Fig. 9 Effects of single injection vs pilot on BSFC vs injection
timing

Fig. 10 Cylinder pressure, AHRR, ROI for single and pilot in-
jection cases at 1757 rev Õmin

Fig. 11 THC vs SOI for single and pilot injection cases at 1757
rev Õmin

Fig. 12 ROI vs CA for two pilot injection timings 1757 rev Õmin

Fig. 13 Bosch C vs NO x for pilot timing study. SOI main injec-
tion is constant at À5.5° ATDC
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dwell!. However, this reduction in NOx is accompanied by an
increase of smoke of 85 percent when compared to the baseline
pilot-main timing. The best timing point appears at the most ad-
vanced timing of257° ATDC. This timing exhibits a reduction of
NOx by 8.6 percent and a simultaneous reduction of smoke by 43
percent when compared to the base injection timing. This reduc-
tion in emissions is accompanied by a reduction in BSFC by 2.5
percent. The overall effect of the pilot injection timing on BSFC
was small in comparison to the effect of main injection timing.
The best BSFC points appeared at the more advanced pilot injec-
tion timings. Overall, it is clear that the smoke-NOx tradeoff is
complex in shape as the dwell timing is changed and a meaningful
conclusion on the effect of pilot injection timing on emissions
cannot be made without further study.

Figure 15 shows cylinder pressure, AHRR and ROI~in order
from top to bottom! for the base pilot timing~AD! and a retarded
pilot injection timing of 10 CA° from the base~AD-10!. The
retarded pilot injection timing produces a significantly larger ap-
parent rate of heat release for the pilot injection when compared to
the more advanced timing. This larger heat release rate does not
apparently have a significant effect on the heat release due to the
main injection.

Figure 16 shows the AHRR for several different pilot injection
timings. As the pilot timing is advanced, the heat release rate of
the pilot burn is diminished, and as the pilot timing is retarded, the
AHRR of the pilot is larger. Figures 15 and 16 present an inter-
esting fact in that the pilot reaches the autoignition point at ap-
proximately the same crank angle regardless of pilot SOI timing.
Autoignition of the pilot will not occur until the temperature and
pressure in the cylinder have reached appropriate levels, and until
sufficient mixing time has elapsed. The amount of fuel injected in
the pilot is very small, therefore, vaporization of the fuel and

complete fuel-air mixing should occur within a short period of
time. Therefore, it appears that the associated ignition delay with
the pilot injection, is dominated by a chemical delay and not a
physical one~mixing!.

Figure 17 graphically demonstrates the fact that the autoignition
point of the pilot is relatively independent of pilot injection tim-
ing. This figure depicts cases at 1757 rev/min at various injection
timings with the pilot-main dwell held constant at the base value.
Notice that the start of heat release for the main injection changes
with injection timing, but the start of heat release for the pilot
does not. The peak AHRR value of the pilot burn for the most
advanced injection timing case is much lower than the other cases.
It appears that if the injection timing were to be advanced further
that the pilot burn would disappear. In fact, at 1004 rev/min one
can see from Fig. 18 that the pilot burn does effectively disappear.

Fig. 14 Bosch C vs NO x for pilot timing study and baseline
timing sweep

Fig. 15 Pressure, AHRR, and ROI for two cases from the pilot
study

Fig. 16 AHRR for various cases from the pilot study

Fig. 17 AHRR at 1757 rev Õmin, 1100 bar injection pressure,
pilot-main dwell constant, pilot SOI varied

Fig. 18 AHRR at 1004 rev Õmin, 600-bar injection pressure,
pilot-main dwell constant, pilot SOI varied

172 Õ Vol. 123, JANUARY 2001 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



As discussed previously, the pilot ignition delay appears to be a
chemical delay~temperature and pressure related! and not a physi-
cal mixing delay. Increased temperature and pressure of the gases
in the cylinder prior to autoignition are a result of the compression
process and should have roughly constant values at a given crank
angle from cycle-to-cycle. The autoignition point of the pilot is
independent of injection timing because the gases in the cylinder
do not reach a high enough temperature and pressure for autoigni-
tion until a certain crank angle. For the 1757 rev/min case, from
the pilot study shown in Fig. 16, the crank angle is about 15.5°
before THC. No matter how early the pilot is injected, autoigni-
tion will not occur until that crank angle is reached. This behavior
occurs for all test cases with pilot injection.

At highly advanced injection timings the peak apparent-heat-
release-rate of the pilot injection diminishes. The fuel-air mixture
could in fact be overmixed and too lean to burn for the very
advanced pilot injection timings. The in-cylinder fuel-air mixture
is most likely homogeneous in nature by the time the appropriate
crank angle is reached. Figure 19 shows THC vs pilot injection
timings. At very early pilot injection timings the amount of un-
burned hydrocarbon emissions increases rather dramatically. This
supports the hypothesis that the fuel-air mixture may in fact be
‘‘overmixed’’ and too lean to burn in some regions. A diesel
engine is typically run with fairly large amounts of excess air. The
spray combustion process does not necessarily utilize all the air
(O2) in the combustion chamber. The well-mixed pilot fuel-air
mixture may not be completely utilized during the combustion of
the main injection.

Conclusions
The effects of injection pressure were investigated for a full

load 1004 rev/min case. Injection pressure was increased from
600 to 800 bar and enhanced atomization and improved air utili-
zation for the higher-pressure injection case resulted in a smoke
reduction of as much as 50 percent without any appreciable pen-
alty in BSFC. This was achieved at a slightly retarded injection
timing to achieve the same NOx level as with the baseline lower
injection pressure case. The resulting decrease in soot was likely
due to enhanced mixing from the higher injection pressure.

The effects of multiple injections were also studied. First, the
effects of a pilot injection were studied with respect to using a
single injection case. The pilot injection case was found to pro-
duce higher levels of smoke than the single injection case through
most of the SOI timings considered in the tests. The two types of
injections also had very similar NOx emissions. However there
was a significant reduction~over 80 percent! in total hydrocarbon
emissions when a pilot injection was used. The best injection
strategy appeared to be a pilot injection that is retarded slightly

from the baseline timing point. This retarded timing condition had
slightly lower THC emissions than the baseline timing case.

The pilot timing was also varied while holding the main injec-
tion timing constant to determine the effects of pilot injection
timing and dwell. Overall, the effect of the pilot timing was found
to be small compared to the effect of the main injection timing.
The best pilot timing was found to be257° ATDC. At this point
a simultaneous reduction of NOx of 8.6 percent, and a reduction in
smoke of 43 percent, was found. This was accompanied by a
reduction in BSFC of 2.5 percent. Pilot injection timing dwell was
seen to have a minor effect on performance and emissions but, the
effects did not follow a simple trend.

The point of ignition for the pilot injection was at the same CA
regardless of pilot injection timing. This phenomenon can be seen
in the pilot dwell timing study, where the SOI of the main injec-
tion was held constant, and at all baseline operating speeds. The
ignition delay of the small pilot quantity of fuel was thus deter-
mined to be dependent on a chemical delay and not a physical
mixing delay. There is an associated increase of THC at the very
advanced injection timings. However there is no significant
AHRR associated with the pilot quantity of fuel at these advanced
pilot injection timings. The pilot injection appears to be over-
mixed and too lean to burn.
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Nomenclature

ABDC 5 After Bottom Dead Center
AHRR 5 Apparent heat-release-rate
ATDC 5 After Top Dead Center
BBDC 5 Before Bottom Dead Center
BSFC 5 Brake Specific Fuel Consumption
BTDC 5 Before Top Dead Center

CA 5 Crank angle
CAFÉ 5 Corporate average fuel economy

CO 5 Carbon Monoxide
CO2 5 Carbon Dioxide
ECU 5 Electronic Control Unit
EGR 5 Exhaust Gas Recirculation
FTIR 5 Fourier Transform Infrared
HSDI 5 High Speed Direct Injection
NOx 5 Oxides of Nitrogen
ROI 5 Rate-of-Injection

SI 5 Spark Ignition
SOI 5 Start-of-Injection

THC 5 Total Hydrocarbons
VCO 5 Valve Covered Orifice
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The Effect of Mean Turbulent
Strain Rate on the Flame Speed
of Premixed, Growing Flames
This paper presents a flame growth model based on experimental measurements of flame
speed and mean turbulent strain rate. Methane/air mixtures of 0.7 and 0.9 equivalence
ratios were centrally spark-ignited in a 125 mm cubical chamber. Based on schlieren
images and combustion pressure traces, a linear correlation was found between the
turbulent flame speed and the turbulent strain rate. For these unity-Lewis-number and
near-zero-Markstein-number flames, the effectiveness of turbulent strain in enhancing the
flame speed was found to increase linearly with the mean flame radius over the range of
conditions tested.@DOI: 10.1115/1.1339990#

Introduction
Accurate turbulent flame speed models are required for im-

proved design of combustion equipment and for hazard evaluation
of accidental explosions. Ideally, such models would be based on
fundamental physics and be fully inclusive of all phenomena.
However, given the number of physical and chemical phenomena
involved and the complexity of their interaction, such models are
not likely to become available in the near future and will be so
complex as to limit their utility as design tools. This paper pre-
sents an elementary turbulent flame growth model which is based
on experimental results, and it includes mixture chemistry in the
form of laminar flame speed, mixture motion effects in the form
of turbulent shear rate, and an additional scale effect depending
explicitly on the mean flame size.

Flame speed as used in this paper is defined as

S5~1/rA!dm/dt, (1)

wherer is the density of the unburnt gas,A is the surface area of
the sphere comprising the burnt volume, anddm/dt is the mass
burning rate. The laminar and turbulent flame speeds,Sl andSt ,
correspond to flame propagation in a quiescent and turbulent mix-
ture, respectively.

The limitations of current premixed turbulent flame models can
be inferred from the study by Trouve and Poinsot@1#. Their nu-
merical simulations in a decaying turbulent flow showed that even
for a ‘‘planar’’ turbulent flame front, the combustion phenomena
of interest would vary significantly with time in a manner depend-
ing on Lewis number, Le~5thermal diffusivity/mass diffusivity!.
For example, the reaction rate, turbulent flame speed, and flame
surface area were predicted to increase during an initial growth
period of about two eddy turnover times before they become con-
stants for unity Le mixtures. Since these trends were predicted for
planar flame fronts in a decaying turbulent flow, the model would
likely lead to increasing combustion rate for unity Le mixtures as
well in situations where the turbulence remained constant or de-
cayed more slowly. This is rather perplexing as a planar flame
front of unity Lewis number and zero Markstein number in a
constant turbulence flow field is expected to propagate quasi-
steady.

To develop generally applicable models, turbulent flame speed
is commonly correlated with the turbulence intensity, the flame
surface fractal dimension, the turbulence structures, or the turbu-

lent strain rate. The flame speed–turbulence intensity correlation
is probably the simplest and most frequently used. One limitation
of flame speed–turbulence intensity correlations is that turbulent
length scale effects are not taken into account explicitly, knowing
that the relative size of the turbulent eddies with respect to the
flame front thickness and the flame size can be very important
@2,3#.

Flame front fractal dimension is difficult to estimate or measure
consistently. A slight change in the inner or outer cutoff scale can
lead to serious errors in measuring fractal dimensions@4#. Also,
the fractal aspect of a flame is actually the outcome of the flame–
fluid motion interaction and the underlying turbulence parameters
which result in fractal behavior of the flame front are more
fundamental, and usually easier to measure, than the fractal
behavior.

An ability to directly model the turbulent mixture motion struc-
tures may ultimately solve the mystery of mixture turbulence ac-
tion on the flame front. With the advancement in numerical com-
putation power, the vortical structures in a turbulent flow field
with low Reynolds ~Re! can now be simulated from Navier–
Stokes equations@5,6#. Unfortunately, these simulations require a
large amount of computation power even at very low Re. Great
advances in computation technology and numerical models are
needed before large Re turbulent flows can be simulated accu-
rately. The results from these simulations can be used to better
estimate the effects of turbulence on a passive flame front. Further
work will then be required to thoroughly model the interaction of
the turbulence and a reactive flame front. This approach may ul-
timately generate detailed knowledge of turbulence–flame inter-
action.

Mean turbulent shear rate can be used to characterize turbulent
mixture motion in a manner which incorporates both intensity and
scale effects. Batchelor@7# deduced that the interface area of a
nonreacting material surface in a homogeneous isotropic turbulent
field grows in proportion to the rate of strain. Building on this
idea, Thomas@8# indicated the importance of the rate of strain just
ahead of a flame front in the flame surface development and mix-
ture consumption rate. Studies such as@9–12# illustrate the prom-
ise in correlating turbulent flame speed with the mean turbulent
strain rate. This paper takes a close look at the turbulent flame
speed–mean strain rate correlation using experimental data col-
lected in a constant-volume, cubical chamber.

The Rate of Strain
Even in a quiescent mixture, the flame usually exists with a

certain amount of laminar strain. The laminar strain rate is also
called the chemical strain rate@13#. For a laminar flame, the strain
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rate is simply the flame or velocity gradient,Sl /d l @3#, whereSl is
the laminar flame speed andd l is the laminar flame front thick-
ness.

In isotropic and isothermal turbulence, the mean turbulent
strain rate can be expressed asu8/l, whereu8 is the rms turbulent
fluctuation intensity andl is the Taylor microscale@14,15#. For
isotropic turbulence, the turbulence dissipation is given by,e
5Cu83/L, whereL is the integral scale andC is a constant of the
order of unity@16#. Based on the turbulence properties of flow on
the centerline of a pipe, Abdel-Gayed et al.@9# recommendedC
50.37 which leads to

l2/L5C1v/u8 (2)

wherev is the kinematic viscosity andC1 is about 40.4 for tur-
bulent Reynolds number based on integral length scale ReL.60
@9#. Kido et al.@17# obtained a different expression based on tur-
bulence properties measured in their constant volume combustion
chamber. Specifically, the correlation is

l/L5A15/C2
0.4Re∧0.2, (3)

whereC2 is a constant about 11. In a later section, the use of Eq.
~3! will be shown to lead to less experimental scatter than Eq.~2!.
This is presumably because it gives a better representation of tur-
bulence relations in a combustion chamber than the traditionally
used pipe flow relationship. The point is that as the turbulent
strain rate is not measured directly, its accuracy depends on the
validity of the turbulence correlations used.

Turbulent Flame Development
If turbulence is modeled as a set of eddies with a range of

scales, the small flame kernel right after spark ignition will be
primarily wrinkled and sheared by eddies smaller than itself
@9,18,19#. Larger eddies mostly convect the flame around. As the
flame grows, progressively larger eddies become effective in
wrinkling the flame front. Therefore, flame growth beyond a cer-
tain size is required to make the turbulence fully effective in af-
fecting the reacting flame surface. Knowing that most of the tur-
bulence energy is contained in the larger scale motions
represented by the integral length scale, we would expect the
flame ball to grow, as a minimum, somewhat larger than the in-
tegral scale for the turbulence to be fully effective. While the
integral scale is defined as the mean energy-containing scale of
turbulence, the much smaller Taylor microscale is defined in
terms of mean rate of strainu8/l @10,11#. It is, therefore, expected
that turbulent straining could become significant well before the
length scale of the reacting flame surface approaches the integral
scale, and that shear effects could approach a maximum level
while the flame is still relatively small.

It is a common assumption that once the flame grows larger
than the integral scale, the flow field turbulence is at its maximum
ability in affecting the turbulent flame speed. The flame would
then be ‘‘fully developed’’ and the flame speed/turbulence inten-
sity ratio would remain constant with further flame growth
@10,20#. In other words, the fully developed turbulent flame is
assumed to propagate with a quasisteady turbulent flame speed in
a steady turbulence flow field. Studies such as@21–25#, however,
give the contradicting evidence, showing that turbulent flames
continue to accelerate with increasing flame size even when the
flame is much larger than the integral scale. There are a few
possible reasons behind this continuous flame speed acceleration.
First, it is shown by Ashurst@26# that the volume expansion of a
wrinkled flame ball can lead to progressively more wrinkled
flame, and hence, to a progressive stronger flame speed–
turbulence correlation. Also, the instantaneous flame speed–
turbulence correlation can be influenced by both current turbu-
lence levels and by a ‘‘memory’’ of previous flame–turbulence
interactions embodied in the developed flame surface@27–29#.

Nevertheless, it is also reasonable to assume that there will be
some limit to flame size effects. As the flame grows very large,

the flame front farthest from the center is only infinitesimally
affected by the expansion of the flame front close to the center
@26#. Likewise, the development of flame surface complexity will
probably reach some limit where it is balanced by flame surface
destruction. Therefore, the developing turbulent flame may be-
come fully developed eventually.

Lean methane–air mixtures were chosen so as to minimize ef-
fects aside from turbulence on the flame development. Stoichio-
metric and 72 percent stoichiometric methane–air mixtures have
1.01 and 0.97 Le, respectively@30,3#. The 0.7 and 0.9 equivalence
ratio methane–air mixtures used in the experiments correspond to
1.8 and20.2 Ma, respectively@31#.

Experiment and Analysis
Turbulent flame growth experiments were conducted in a 125

mm cubical combustion chamber as sketched in Fig. 1. Turbu-
lence was generated by pulling a 60 percent solid perforated plate
across the chamber prior to ignition. Turbulence intensity and
scale were set by choosing appropriate values for the plate veloc-
ity, plate hole diameter, and turbulence decay period. The integral
scale generated was a strong function of the plate hole diameter,
and it increased, but only very slowly, as the turbulence decayed.
For the same plate, the intensity was increased by pulling the plate
across the chamber at a faster speed and/or by reducing the time
delay after the plate passage and ignition. The preignition turbu-
lence was up to 2 m/s, while the integral scale varied from 2 to 8
mm, covering typical turbulence conditions in engines. Premixed
methane–air mixtures of 0.7 and 0.9 equivalence ratios were ig-
nited at initial conditions of 300 K and 101 kPa. These tempera-
ture and pressure are lower than that encountered in practical en-
gines; future work aims at raising these values to that of an
operating engine. A capacitive discharge/coil system with 312.5
mJ of stored energy supply was used to force a spark across a 5
mm spark gap at the center of the chamber. This amount of stored
energy was chosen to ensure proper ignition of fuel-lean mixtures
under high turbulence straining. The effects of the spark energy
and of the spark gap on the burning rate had not been studied. A
more detailed description of the experiment and analysis can be
found in Ref.@32#.

The flame growth rate and mass burning rate were measured in
two ways. Schlieren flame growth images were recorded at 2000
frames/s using a high speed video camera. Concurrently, the com-
bustion chamber pressure rise was traced and recorded using a
pressure transducer and computer data acquisition system.

A multizone thermodynamic equilibrium model was used to
deduce the flame speeds from pressure trace and the schlieren
flame growth images. During the early flame growth period before
the flame contacted the chamber walls, the 125 mm cubical com-

Fig. 1 The 125 mm cubical combustion chamber
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bustion chamber was treated as a sphere of equivalent volume,
with an equivalent combustion chamber radius of 76.6 mm. The
multizone model divides the initial unburnt mixture into 1500
spherical shell elements of equal cross-sectional area. The flame
was assumed to propagate isotopically with a flame front of neg-
ligible thickness. As each element burns, the thermodynamic equi-
librium composition and volume of that element,~and all previ-
ously burnt elements!, are recalculated, using a first-law energy
balance to establish the correct total energy, and hence, the correct
chamber pressure. Using this model, the mass and volume of
burnt mixture can be established from the experimental pressure
trace. To calculate the flame speed, the flame surface area was
assumed to be that of a smooth sphere embracing 100 percent
burnt mixture.

In analyzing experimental results, the unburnt mixture turbu-
lence isnot assumed to remain constant after ignition. Combus-
tion chamber turbulence intensity and scale change significantly
during the combustion period due to viscous decay and compres-
sion effects. The viscous decay is particularly affected by the
turbulence scale so any experimental analysis attempting to deter-
mine scale effects must carefully consider decay. In this case, the
decaying turbulence measured in the ‘‘cold’’ runs without com-
bustion, is corrected for the increases in chamber pressure and the
unburnt mixture temperature. The details of these adjustments and
discussion of the validity of the turbulence model can be found in
Ref. @32#.

An explicit error analysis was not possible as the mean turbu-
lent strain rate could not be measured directly, in addition to the
adjustments in the flame front turbulence. Therefore, the error in
the results presented in the following section depends heavily on
the accuracy in estimating the mean turbulent strain rate; the val-
ues for the flame speed are estimated to be within620 percent
otherwise. Future studies will undeniably lead to refinement in the
values of the constants of the flame–turbulence correlations given
below. The qualitative conclusions deduced from this study, how-
ever, are expected to remain valid.

Results and Discussion
Even in the idealized, constant-volume, combustion chamber

used in this study, turbulent flame growth is a highly transient
phenomenon. Flame size, flame propagation speed, turbulence pa-
rameters, along with pressure and temperature, all vary signifi-
cantly throughout the combustion period, so the only sensible cor-
relations are between instantaneous burning rates and current
turbulence conditions. Unless otherwise stated, Eq.~3! has been
used in calculating the mean strain rate from directly measured
and modeled values. The kinematic viscosity of air is calculated
from Ref. @33# assuming ideal gas. The mixture viscosity is as-
sumed to be equal to that of air, as methane is a minor component
of the mixture and the kinematic viscosity of methane is rather
close to that of air.

A typical plot of turbulent flame speed as a function of mean
strain rate is shown in Fig. 2. The equivalence ratio, the coeffi-
cient of determination, and the mean flame radius are designated
asf, R2, andr, respectively. Each data point represents the mean
of three to five experiments conducted at almost identical condi-
tions with flames propagating into turbulent mixtures of 0.9
equivalence ratio methane–air with 8 mm integral scale. All pa-
rameters were calculated for the point where the flames were at 55
mm radius. Over this range of strain rates, the data points fall
along a straight line with a positive slope and an extrapolatedy
intercept corresponding closely to the laminar flame speed. Note
that the corresponding laminar flame speed had been affected by
changes in parameters such as pressure, temperature, ignition-
induced turbulence, hydrodynamic instability, etc. All these ef-
fects were collected into the instantaneous laminar flame speed,
and the turbulent flame speed only gave the additional effects due
to turbulence parameters supplied via the plate movement. Con-
sequently, any curve fitting used is expected to pass through the

corresponding laminar flame speed. For the wide range of shear
rates portrayed in Fig. 2, there is a strong linear correlation be-
tween turbulent flame speed and mean turbulent shear rate. Spe-
cifically,

St5C3u8/l1Sl , (4)

whereC3 is a constant about 0.11 cm for this particular case. We
chose to use linear fit as the scatter in the experimental data pre-
cluded the use of a higher order fit.

Figures 3a and 3b show more extensive plots of turbulent flame
speed against rate of strain for 2 and 8 mm integral scale cases,
respectively. The results for theL54 mm case, which fall be-
tween those of theL52 and 8 mm cases, are not shown here due
to space limit. The values for 55 mm radius flames are from
pressure trace analysis, while those for 19 and 27 mm radius
flames are estimated from the schlieren images. It should be
pointed out that measurement of turbulent flame speed based on
schlieren images gives a slightly exaggerated value compared
with the pressure trace analysis. This is because the schlieren
image measures the leading edge of the three-dimensional projec-
tion of the flame front rather than the average position@32#. For
lucidity of depiction, linear fits are used and the data points for 27
mm radius flames have not been shown.

The quality of the linear fits in Fig. 3 is illustrated by the coef-
ficient of determination as well as they intercept. A line withR2

near unity and ay intercept near the laminar flame speed would be
considered an ideal fit. The experimental scatter in values is rela-
tively large in most cases aside from theL58 mm, f50.9 case.
For specificL, f, and r, all three figures show that there is a
roughly linear relation between turbulent flame speed and mean
strain rate. The values of both flame speed and turbulent strain
rate are higher for the faster burning,f50.9 mixtures. This is
because the turbulence in the faster burning mixture has less time
to decay and hence, a higher level of straining is still present when
the flame reaches the flame size at which measurements are taken.
Similarly, turbulence with larger integral scale decays more
slowly and hence, a higher rate of strain is obtained for the larger
integral scale mixtures. For both mixtures, the slope of the turbu-
lent flame speed–mean strain rate correlation appears to increase
as the flame grows.

From Figs. 3a and 3b, the strain rate seems to become progres-
sively more effective in enhancing the flame speed as the flame
grows. This is illustrated by an increase in the slopeC3 with
increasing flame radiusr. From 19 to 55 mmr, the increase inC3

Fig. 2 Turbulent flame speed as a function of mean strain rate
„fÄ0.9, LÄ8 mm, rÄ55 mm …
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appears to be larger for the leaner, 0.7 equivalence ratio flames
than the 0.9 equivalence ratio flames. This trend may be attributed
to the small differences in Ma and turbulence-flame interaction
period. The somewhat positive Ma,f50.9 flames tend to attenu-
ate the increase in flame speed as the flame grows. In other words,
thef50.9 flames are more stable compared to thef50.7 flames.
The small difference in stability may lead to the apparent less
effective straining for the richer flames. The longer flame–
turbulence interaction period for the slower burning, leaner flames
may also contribute to their more effective turbulent straining.
The schlieren images seem to confirm this argument as the degree
of flame front wrinkling appeared to be higher for the leaner
flames.

For Le'1 and Ma'0 mixtures, the effect of equivalence ratio
is generally accounted for by nondimensionalizing flame speed

and turbulence intensity results with laminar flame speed. If both
sides of Eq.~4! are so treated, the flame speed–mean strain rate
correlation can be expressed as:

StSl215Cs~1/Sl !~u8/l!, (5)

where Cs is a dimensional constant with units in cm21. When
treated in this form, the data set from Fig. 3 gives Figs. 4a and 4b.
Linear fits passing through the origin are used to fit the data. This
procedure retains the physics behind the results as zero turbulent
strain rate corresponds to a quiescent mixture. Hence, the line is
expected to pass through zero at zero turbulent strain; recall an
earlier discussion that the instantaneous laminar flame speed in-
cludes all nonturbulence effects. Again, the data points for the
intermediate flame size, 27 mm radius, are not shown to reduce
the clutter of overlapping data sets, and theL54 mm case is not
shown due to space limit. Figure 3 showed that thef50.9 cases
had a wider range~and higher! of absolute shear rates than the
f50.7 cases, particularly for the larger flame sizes. This is be-

Fig. 3 Turbulent flame speed as functions of mean strain rate,
equivalence ratio, and mean flame radius for: „a… LÄ2 mm tur-
bulence, „b… LÄ8 mm turbulence

Fig. 4 Normalized turbulent flame speed as functions of mean
strain rate, equivalence ratio, and mean flame radius for „a…
LÄ2 mm turbulence, „b… LÄ8 mm turbulence
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lieved to be a consequence of the rapid turbulence decay, which
substantially reduced the turbulent shear rate during combustion,
particularly for the leaner, slower-burning mixtures.

It is notable in Figs. 4a and 4b that the normalized curves do
not fall onto a single line. The slopes are similar for the smallest
flame size~19 mm! but the difference in slopes is substantial for
the largest flame size~55 mm!. This indicates a significant size
effect with the larger flame sizes having their relative flame
speeds increased substantially more at the same level of relative
shear. This trend is more significant for the leaner, 0.7 equiva-
lence ratio flames due, probably, to differences in Ma and flame–
turbulence interaction duration as discussed earlier.

By comparing the corresponding slopes for a single flame size
and equivalence ratio across Figs. 4a and 4b, it becomes clear that
the normalization procedure has virtually eliminated the turbu-
lence scale effect. The slope is essentially the same for an integral
scale of 2 mm,~4 mm!, or 8 mm. Hence, it is possible to combine
the data in Figs. 4a and 4b into groups of specificr and f. The
recombined data sets are plotted in Figs. 5a and 5b for thef50.7

and 0.9 cases, respectively. Again, the data sets are fitted with
straight lines passing through the origin and the data points for the
27 mm radius flames are not shown to avoid clutter. From Figs. 4
to 5, the decrease in the coefficient of determination is rather
small. This indirectly validates the assumption that turbulent
length scale has been properly incorporated in mean shear rate.

Figures 5a and 5b depict progressively more effective enhance-
ment of turbulent flame speed as the flame grows for bothf50.7
andf50.9 mixtures. This progressive enhancement is most evi-
dent for the leanerf50.7 mixtures, probably because thef50.7
mixture has Ma of20.2 while thef50.9 mixture has Ma of 1.8.
As explained earlier, the somewhat positive Ma forf50.9 mix-
tures implies that the turbulent straining enhancement on the tur-
bulent flame speed would be attenuated slightly. This attenuation,
along with the shorter history of flame–turbulence interaction for
faster burning mixtures may explain the lower increase in turbu-
lent flame speed–mean strain rate correlation, as these faster-
burning flames grow. Note that the progressive turbulent straining

Fig. 5 Normalized turbulent flame speed St ÕSlÀ1 as a func-
tion of mean strain rate Õlaminar flame speed for „a… fÄ0.7 mix-
tures, „b… for fÄ0.9 mixtures Fig. 6 Normalized turbulent flame speed St ÕSlÀ1 versus

„r ÕSl…„u 8Õl… for „a… fÄ0.7 mixtures, „b… fÄ0.9 mixtures
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effect on flame speed as the flame grows is much larger than the
small discrepancy introduced by the two different techniques
~schlieren versus pressure!.

It appears from Fig. 5, that the slopeCs increases in proportion
to the mean flame radiusr. Thus, Eq.~4! may be rewritten as:

St /Sl215Cr~r /Sl !~u8/l!, (6)

whereCr is a nondimensional constant with a value about 0.003.
This expression is analogous to that in Ref.@34# which was de-
rived from a flame growth model based on eddy structures in the
turbulent mixture.

Figures 6a and 6b plot the very same data set turbulent flame
speed–mean strain rate correlation in the form of Eq.~6! for
f50.7 andf50.9 mixtures, respectively. Straight lines passing
through the origin are used to fit the data points from each flame
radius and also the whole data set from all flame sizes. For the
f50.7 mixtures, as shown in Fig. 6a, the data points follow Eq.
~6! fairly closely. The fits for the schlieren results, the 19 and 27
mm cases, appear to give somewhat higher slopes. These higher
slopes could be attributed to the exaggerated turbulent flame
speeds determined from the schlieren images, as discussed earlier.
In general, Eq.~6! appears to describe the overall result well.
Hence, for unity Le and zero Ma flames, the turbulent flame
speed–mean strain rate correlation can be expressed by Eq.~6!
with a Cr of 0.003.

Figure 6b shows that thef50.9 results do not fit Eq.~6! as
well. The decrease inCr with increasingr is much larger than the
discrepancy introduced by the difference between schlieren and
pressure trace analyses ('5 percentCr); i.e., the progressive in-
crease in the turbulent straining effectiveness as the flame grows
is less linear for af50.9 mixture than for thef50.7 case. The
faster-burningf50.9 flame may have approached a plateau of
flame area enhancement by the time the flame reaches 55 mm
radius, and/or, the slightly positive Markstein number might have
attenuated the turbulent flame speed enhancement by straining.

Notes on Turbulence Modeling
In this study, the mean turbulent strain rate at the flame front

has been adjusted for the effects of viscous decay and compres-
sion. While the turbulence decay rate has been confirmed by mea-
surements in ‘‘cold’’ runs@35#, the compression effects were dif-
ficult to confirm experimentally. Since this compression
adjustment could affect the relationships evident in the final re-
sults, the relative importance of the compression effect is exam-
ined here. The ‘‘rapid distortion’’ compression enhancement of
turbulence assumes negligible extra decay and thus maximizes the
compression effects. Thus, the true turbulence level is likely to
fall somewhere between the value used and the value obtained by
simple decay. The influence of that uncertainty is examined by
comparing experimental results processed with the compression
effect included and neglected completely.

Figure 7 illustrates the effects of the compression turbulence
adjustment on the turbulent flame speed–mean strain rate correla-
tion for the largest flame sizes measured; where the effect of com-
pression is expected to be maximum. The figure depicts that the
inclusion of compression effects on top of the normal turbulence
decay only lowers the slope of theSt-u8/l correlation~'30 per-
cent!; that is, it does not affect the coefficients of determination
R2 nor the extrapolated laminar flame speeds~y intercepts! sig-
nificantly. In other words, inclusion or exclusion of compression
effects only shifts the slopes of the relationships presented, it does
not alter the conclusions.

As mentioned earlier, the mean strain rate correlation results
depend heavily on the accuracy of the model used for estimating
the strain rate from measured turbulence quantities. Figure 8
shows the effects of two strain rate models on the turbulent flame
speed–mean strain rate correlation forf50.7 mixtures. Linear fits
are used to fit the set of data points. The figure shows that the
strain rate relationships from combustion chambers@17# lead to

much more consistent fits with lesser data scatters than expres-
sions based on pipe turbulence@9#. The same results were ob-
tained with thef50.9 mixtures~the graph for this case is not
shown due to space limitation!. Using strain rates based on pipe
turbulence also gave lower slopes which could be extrapolated to
unreasonably high laminar flame speeds. Therefore, it appears that
turbulence correlations obtained from pipe flow are not suitable
for estimating the rate of strain in a closed chamber.

Concluding Remarks
The turbulent flame speed–mean strain rate relation was stud-

ied in a 125 mm cubical combustion chamber with decaying tur-
bulence. Using two different flame speed measurement tech-
niques, and a range of flame sizes, it was found that there is an
approximately linear correlation between the turbulent flame
speed and the mean strain rateu8/l. The turbulent straining be-
comes more effective in enhancing the turbulent flame speed as

Fig. 7 The effects of flame front turbulence adjustment on the
turbulent flame speed–mean strain rate correlation

180 Õ Vol. 123, JANUARY 2001 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the flame grows. For these methane–air flames with unity Lewis
number and near zero Markstein number, the effectiveness of tur-
bulent strain in enhancing flame speed appears to increase linearly
with the mean flame radius. It is not possible to determine when
the increase with flame size will end and the flame becomes
‘‘fully developed.’’ However, there is a suggestion that the in-
crease is becoming more gradual for 0.9 equivalence ratio flames
at 55 mm flame radius. Note that this flame size is large relative to
typical flame travel distances in spark ignition engines. Hence,
most or all of the flame travel in spark ignition engines will prob-
ably be within the developing flame regime.

The smaller increase in the effectiveness of turbulent strain in
enhancing flame speed of the 0.9 equivalence ratio flames may be
due to the slightly positive Ma, which tends to attenuate the tur-
bulent straining, hence, stabilizing the flame as it grows. In addi-
tion, the shorter flame–turbulence interaction duration for the
faster burning, 0.9 equivalence ratio flames may also lead to the
lesser increase in the effectiveness of turbulent straining.

The effects due to flame radius, flame–turbulence interaction
history, or time duration need to be examined in detail. The ideal
experiment would involve maintaining a spherical, premixed, tur-
bulent flame ball at specific sizes in a steady turbulent field over a
period of time. The ability to hold the flame size and the turbu-
lence level constant over the required time period could single out
the relative flame size/turbulent eddy size effects from time period
effects. If these experiments could be achieved, the effects of
Lewis number and Markstein could be easily studied by adjusting
mixture properties. The more realistic alternative, however, is to
develop a similar experiment with significantly larger combustion
chambers to observe more of the processes of a developing and
maturing turbulent flame. The oscillating-grid and parallel-plate

designs used by Srdic et al.@36# and by Shy et al.@37# would help
in devising cleaner~nearer to isotropy! and higher intensity turbu-
lence generation, respectively.
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Fig. 8 The effects of strain rate model on the turbulent flame
speed–mean strain rate correlation for fÄ0.7 mixtures
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A Mechanism of Combustion
Instability in Lean Premixed
Gas Turbine Combustors
There has been increased demand in recent years for gas turbines that operate in a lean,
premixed (LP) mode of combustion in an effort to meet stringent emissions goals. Unfor-
tunately, detrimental combustion instabilities are often excited within the combustor when
it operates under lean conditions, degrading performance and reducing combustor life.
To eliminate the onset of these instabilities and develop effective approaches for their
control, the mechanisms responsible for their occurrence must be understood. This paper
describes the results of an investigation of the mechanisms responsible for these insta-
bilities. These studies found that combustors operating in a LP mode of combustion are
highly sensitive to variations in the equivalence ratio (f) of the mixture that enters the
combustor. Furthermore, it was found that suchf variations can be induced by interac-
tions of the pressure and flow oscillations with the reactant supply rates. Thef pertur-
bations formed in the inlet duct (near the fuel injector) are convected by the mean flow to
the combustor where they produce large amplitude heat release oscillations that drive
combustor pressure oscillations. It is shown that the dominant characteristic time asso-
ciated with this mechanism is the convective time from the point of formation of the
reactive mixture at the fuel injector to the point where it is consumed at the flame.
Instabilities occur when the ratio of this convective time and the period of the oscillations
equals a specific constant, whose magnitude depends upon the combustor design. Signifi-
cantly, these predictions are in good agreement with available experimental data,
strongly suggesting that the proposed mechanism properly accounts for the essential
physics of the problem. The predictions of this study also indicate, however, that simple
design changes (i.e., passive control approaches) may not, in general, provide a viable
means for controlling these instabilities, due to the multiple number of modes that may be
excited by the combustion process.@DOI: 10.1115/1.1339002#

1. Introduction
Increasingly stringent emissions legislation has increased the

demand for lean, premixed~LP! combustors~see Fig. 1! that op-
erate at low temperatures. However, LP systems are prone to
detrimental combustion instabilities in various operating ranges,
including the lean conditions where they are designed to operate
@1#. To develop rational approaches for preventing or controlling
these instabilities, an understanding of the controlling mecha-
nism~s! and capabilities for predicting the conditions under which
they occur must be developed. Intensive experimental and
theoretical work has been performed during the past few years
@1–17# to understand these mechanisms and to develop effective
approaches for their control. A number of experimental studies
have characterized the operating conditions under which LP
combustion instabilities occur@1–7#. Also, several theoretical
studies have attempted to elucidate the mechanism~s! that drive
the instability and to develop models that can predict their occur-
rence@8–13#. Yet, in spite of these efforts, there is no consensus
about the mechanisms that are responsible for the onset of these
instabilities.

Prior studies by the authors@10–12#, Straub and Richards@3#,
and Peracchio and Proscia@9# suggested that heat release oscilla-
tions excited by fluctuations in the composition of the reactive
mixture entering the combustion zone were the dominant mecha-
nism responsible for the instabilities observed in these combus-

tors. However, limited experimental evidence was available to
critically assess their observations or theory. Furthermore, the
theory developed in Refs.@11–12# could not account for the ob-
served dependence of the combustor stability upon flame struc-
ture. This paper describes recent work of the authors that extends
the theory to account for flame structure effects, as well as com-
parisons of the theory with measurements at several facilities.

Section 2 presents the mechanism of instability proposed by the
authors, necessary conditions under which it will cause self-
excited oscillations, and an analysis that can be used to predict the
conditions under which combustors become unstable. Next, it pre-
sents results that illustrate the agreement between the predictions
of the developed theory and experimental data. The paper closes
with a discussion of possible approaches for passive control and
of other potential instability mechanisms.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-3. Manuscript received by IGTI March 9, 1999;
final revision received by the ASME Headquarters Apr. 2, 2000. Associate Technical
Editor: J. E. Peters. Fig. 1 Schematic of a typical LP combustor
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2. Mechanism of LP Combustion Instability
The primary difficulty in combustion instability studies is un-

derstanding the interactions between the unsteady heat release
processes and the disturbances that drive them. This task is diffi-
cult because these heat release oscillations may be due to oscilla-
tions of the velocity, pressure, temperature, and reactants compo-
sition that are present simultaneously in combustion systems.
Though heat release oscillations may be excited by a host of dis-
turbances, there are two conditions which must be met for self-
excited, combustion driven oscillations to occur. First, the un-
steady heat release processes must be properly phased with the
fluctuating acoustic pressure so that energy is added to the un-
steady motions~i.e., Rayleigh’s criterion! @10#. Second, the rate of
energy addition must exceed the rate of energy dissipation.

This section describes a mechanism that appears to be respon-
sible for LP combustion instabilities, shows what operating ranges
will satisfy the conditions discussed above, and consequently, pre-
dicts the regions under which instabilities may be observed. A
schematic of the feedback process upon which the proposed
mechanism is based on is shown in Fig. 2. Its main elements are
the generation of heat release oscillations by periodic variations in
f of the reactive mixture that enters the flame, and the formation
of f oscillations in the inlet section by velocity and pressure os-
cillations in the vicinity of the fuel injector. These processes are
described in more detail in the following subsections.

2.1 Response of LP Systems tof Oscillations. This study
was partially motivated by observations that properties of pre-
mixed combustion systems, such as flame thickness, flame speed,
and reaction rate become increasingly sensitive to variations inf
as the combustion process stoichiometry becomes leaner@10#.
Moreover, systems operating near the lean limit are acutely sen-
sitive to f perturbations since they may cause periodic extinction
of the combustion process. To further examine these observations,
an unsteady well stirred reactor~WSR! model was developed and
its response tof perturbations in its inlet conditions was studied
@10#. Figure 3 presents a result from this study and shows the
calculated reaction rate response tof perturbations as the mean
equivalence ratio is decreased. This figure shows that the response
of the WSR’s reaction rate to perturbations in the inletf signifi-
cantly increases~by 2 orders of magnitude! as the mean value of
f decreases. This result strongly suggests thatf oscillations could
drive substantial heat release oscillations under lean operating
conditions. It also suggests thatf oscillations are unlikely to drive
instabilities near stoichiometric conditions because of the negli-
gible response of the reaction rate at this operating condition.
Some experimental observations that the oscillating pressure am-
plitude in LP combustors is relatively small under stoichiometric
conditions and becomes progressively larger asf is reduced@1#
appear to support these assertions and the trends depicted in
Fig. 3.

2.2 Formation of f Oscillations. The discussion in Sec.

2.1 suggests that the sensitivity of LP systems tof oscillations
could be responsible for their unstable behavior. While randomf
fluctuations undoubtedly occur in LP combustors~e.g., due to
turbulent mixing!, f fluctuations can only play a role in an insta-
bility mechanism if they are driven by the combustion process and
the resulting pressure and velocity oscillations, thus closing the
feedback loop needed to maintain an instability; see Fig. 2. Con-
sequently, it is necessary to consider howf fluctuations can arise,
and to elucidate the feedback mechanism between thef and heat
release oscillations that drive the instability. The following equa-
tion, derived from the definition off, suggests a mechanism for
the formation off oscillations in the inlet section due to velocity
and pressure perturbations:

f8

f̄
5

mf8

m̄f

2
mo8

m̄o

11
mo8

m̄o

(1)

In Eq. ~1!, the subscriptsf ando denote fuel and oxidizer~as-
sumed to be air from this point on!, respectively, andm the mass
flow rate. This equation shows thatf oscillations can be formed
by air and/or fuel flow oscillations~that are present at the fuel
injector!. Furthermore, for the low Mach number flows typical of
these systems, this equation implies that small acoustic fluctua-
tions can generate significantf fluctuations; e.g., forM50.05 and
a choked fuel injector~i.e., mf850!, acoustic oscillations of 1
percent of the mean~i.e., u8/c50.01! generatef oscillations of
20 percent@i.e., f8/f50.20, becausef8/f̄'(1/M )(u8/c)#. The
possibility of forming such large amplitudef oscillations from
modest flow perturbations suggests that even though diffusive and
turbulent mixing processes will tend to homogenize the mixture as
it flows from the fuel injector towards the combustor, thef fluc-
tuations may still persist at the flame.

This discussion suggests that acoustic oscillations in a combus-
tion chamber, such as the one shown in Fig. 1, may be accompa-
nied by oscillations in the composition of the reactive mixture in
the inlet section. Furthermore, Fig. 2 shows that the presence of
thesef oscillations in the inlet section are a critical component of
this mechanism of instability. It is significant that measurements

Fig. 2 Schematic of the feedback loop possibly responsible
for LP combustion instabilities

Fig. 3 Dependence of the response of the WSR reaction rate
to f perturbations in its inlet flow upon the mean value of f
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of such oscillations have been recently reported@14#. Mongia
et al. @14# presented measurements of fuel mass fraction oscilla-
tions in the combustor inlet section with frequencies correspond-
ing to the instability frequency, confirming the presence of oscil-
lations in the reactive mixture composition discussed in this
section.

2.3 Conditions for Instability. The discussions in Secs. 2.1
and 2.2 have outlined the framework for a combustion instability
mechanism that is potentially responsible for those observed in LP
combustors. This mechanism and its controlling steps/parameters
can be better understood by considering the time evolution of the
various processes that sustain it, see Fig. 4~see Ref.@18# for the
application of similar methods of analysis to other combustion
systems!. Figure 4a shows the time dependence of the acoustic
pressure at the flame of an unstable mode with a periodT ~the
length of the combustion region is assumed to be very small rela-
tive to a wavelength!. This disturbance propagates upstream into
the inlet duct and produces pressure oscillations at the fuel injec-
tor, see Fig. 1. As long as no pressure node exists between the
flame and fuel injector~implying a 180 Deg phase change across
the node! and the Mach number is low, the pressure disturbances
at the flame and fuel injector are nearly in phase, see Fig. 4b.

These pressure oscillations are accompanied by fluctuations in
the velocity, and therefore the oxidizer flow rate at the fuel injec-
tor. However, the phase of these velocity oscillations relative to
the pressure depends on the upstream boundary conditions~e.g., if
the upstream boundary is a pressure node, the velocity leads the
pressure by 90 Deg!. For the sake of brevity, we carry out this
analysis assuming a pressure node boundary condition and quote
the results for the other cases.

For low Mach number flows, the velocity and mass flow rate
are nearly in phase, see Fig. 4c. Assuming choked fuel flow~i.e.,
mf850!, Eq. ~1! shows that the fluctuatingf of the reactive mix-
ture formed in the vicinity of the fuel injector is out of phase with
these air flow oscillations, see Fig. 4d. This leads to the formation
of a reactive mixture with a periodically varyingf that is con-
vected by the flow and reaches the base of the flame after a con-
vective timetconvect, see Fig. 4e.

The reactive mixture is not consumed instantly when it reaches
the flame base~even when any delays due to purely chemical
kinetic processes are neglected! because ‘‘different parts’’ of the

flow entering the combustor are consumed at different locations of
the flame surface; i.e., the mixture is not completely consumed
until it reaches the end of the flame region, see Fig. 1. Thus, the
total ~i.e., spatially integrated! heat release lags thef oscillation at
the base of the flame by a time,teq ~to be discussed later!, see Fig.
4f. It follows from Rayleigh’s criterion that an instability can oc-
cur if the heat release oscillations in Fig. 4f are in phase with the
pressure oscillations at the flame in Fig. 4a; that is, if:

Pressure node:
tconvect1teq

T
5Cn5n21/4 n51,2 . . .

(2)

Using a similar analysis, it can be shown that if the upstream
inlet boundary is an acoustically rigid or nonreflecting surface, the
corresponding conditions for instability become@11#:

Velocity node:
tconvect1teq

T
5Cn5n23/4 (3)

Nonreflecting:
tconvect1teq

T
5Cn5n (4)

Finally, for situations where the fuel injector is unchoked, the
dominant contribution to thef fluctuation comes from fuel flow
modulation~see Eq.~1!!, and the fuel flow perturbation is 180
Deg out of phase with the pressure perturbation at the injection
point, the instability condition is@11#:

Fuel flow modulation:
tconvect1teq

T
5Cn5n21/2 (5)

Thus, instability regions are primarily a function of
(tconvect1teq)/T, which will be denoted astconv,eff/T. Specifically,
Eqs.~2!–~5! indicate that the regions of instability approximately
center about locations wheretconv,eff/T5Cn , whereCn is a con-
stant that depends on the combustor configuration. In a combus-
tion system without damping, these instability regions lie in bands
where Cn21/4,tconv,eff/T,Cn11/4 ~that is, the limits occur
where the phase between the acoustic pressure and heat release is
90 Deg!. Figure 5 illustrates the instability regions for the com-
bustor configurations considered above.

Note that it is possible that a region where an instability can
occur will actually remain stable if the energy addition due to the
unsteady heat release cannot overcome damping processes. Thus,
the instability conditions of Eqs.~2!–~5! and depicted in Fig. 5 are
necessary, but not sufficient conditions for an instability. For ex-
ample, the negligible response of the reaction rate tof fluctua-

Fig. 4 Schematic showing the time evolution of disturbances
responsible for a combustion instability

Fig. 5 Dependence of instability regions „hatched regions …

upon tconv,eff ÕT for several different combustor configurations
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tions under stoichiometric conditions, see Fig. 3, suggests that
even when the operating conditions are conducive to an instabil-
ity, the combustor will remain stable~or else become unstable
through some other mechanism!. Under operating conditions
where instabilities can occur, the presence of damping narrows the
‘‘width’’ of the instability regions, causing the ‘‘edges’’ of other-
wise unstable regions to become stable.

2.4 Stability Calculations. In order to use these results to
predict conditions for instability in real systems, the quantity
tconv,eff/T, and thus the convective times,tconvectandteq, must be
determined. The convective time,tconvect, can be approximated as
the distance from the fuel injector to the base of the flame, divided
by the average flow velocity in the inlet, see Fig. 1:

tconvect5L inj /ū (6)

More sophisticated computations that better characterize the
multidimensional flow dynamics in the inlet section have been
reported in@9#. However, the results of this study seem to indicate
that Eq.~6! is a good approximation, although additional effects,
such as stratification off in the radial direction, were noted.

Determining teq is more difficult. Since different parts of a
given cross section of reactive mixture are consumed at different
times and places, the effects of the structure of the flame region
and the phasing of thef fluctuation when it is consumed are
important, see Fig. 1. Although these effects have previously been
noted by the authors@11# and by Straub and Richards@3#, no
attempts were made to quantify them. An analysis that accounts
for these effects in a slightly different context has been previously
presented by Putnam@18#.

A more general analysis than that given in Ref.@18# to deter-
mine this characteristic time is given in the Appendix. The analy-
sis is general enough to account for three dimensional nonunifor-
mities in the reactive mixture composition and a complex
flowfield and flame structure. Thus, it can be used in conjunction
with computational results of the mean properties of the combus-
tor to predict its stability behavior.

A convenient relation betweentconv,eff and tconvect can be de-
rived by defining a ‘‘flame length correction coefficient,’’a ~see
Appendix!:

tconv,eff

T
5

tconvect

T S 11a
Lflame

Lconvect
D (7)

The coefficienta is a function of the flame Strouhal number,
St5 f Lflame/u, and the structure of the flame region. Physically,a
represents the fractional location of a hypothetical flame sheet that
consumes the entire mixture at one point downstream of the flame
base. For example, a value ofa51/3 implies that the phase intro-
duced between thef oscillation at the base of the flame and the
heat release from the distributed flame region is equivalent to that
from a hypothetical flame sheet located atLflame/3.

Figure 6 shows the results of several calculations ofa, illustrat-
ing its behavior for different assumed flame shapes over a range
of Strouhal numbers~a is given by Eq.~A16! in the Appendix!.
An examination of Fig. 6 reveals several noteworthy characteris-
tics of a. First, note that at low Strouhal numbers,a is only a
function of the flame shape and independent of the Strouhal num-
ber. Second, the figure illustrates the sensitivity ofa to the Strou-
hal number when St;O(1). Forexample, note that for the curved
flame, a change in the value of the Strouhal number of less than 5
percent results in a change ofa by 60 percent when St51.4. To
obtain a feel for ranges these values may take in typical combus-
tors, if it is assumed thatf 5200 Hz, Lflame52–5 cm,
Lconvect55–10 cm, andū530– 60 m/s, then St;0.05–0.4, imply-
ing that a;0.5 ~see Fig. 6!. Thus, Eq.~7! shows thattconv,eff
;(1–1.5)tconvect.

3. Comparisons with Experimental Results
The theory developed in Sec. 2 shows that combustion insta-

bilities induced byf oscillations will occur under conditions
where the value oftconv,eff/T is within certain ranges, see Fig. 5. It
follows that combustor data should correlate with this parameter
whenf oscillations are responsible for the instabilities. However,
as the analysis and results in Sec. 2 show, it may be difficult to
determinetconv,eff/T because of its dependence on the length and
structure of the flame region. Since the value oftconvectin a given
experimental configuration is much easier to determine, the theory
developed in this paper suggests that unstable combustor situa-
tions occur when

Fig. 6 Dependence of a on the flame Strouhal number, St ÄfL flame Õu for three
different assumed flame shapes
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tconvect

T
5

Cn

S 11a
Lflame

Lconvect
D 5C̃n~St,f ~j!! (8)

The estimates of typical values in Sec. 2 suggest that instabili-
ties will occur wheretconvect/T;(0.7– 1)Cn5C̃n . Note that
since C̃n<Cn , measured instability regions plotted versus
tconvect/T will always lie to the left of those predicted in Fig. 5 or
in Eqs.~2!–~5!.

The rest of this section presents experimental results from sev-
eral facilities showing that the regions of instability are primarily
a function oftconvect/T, in agreement with the predictions of this
paper. These results also show that the measured dependence of
the instability regions on the upstream boundary condition in Fig.
5 are well described by the theory.

Figure 7 shows pressure data obtained by Straub and Richards
@3# and the instability regions predicted by Eq.~2!. It can be seen
that their data collapses into bands when normalized bytconvect/T,
as predicted in the preceding discussion. Furthermore, since the
inlet section of the combustor was connected to a plenum~see
@3#!, the upstream boundary condition may be approximated as a
pressure node. Then, Eq.~2! predicts that instabilities should oc-
cur in the vicinity oftconvect/T50.75,1.75, . . . . Thefigure shows

that this prediction is in agreement with the measured data, par-
ticularly for the first region of instability. It can be seen that the
agreement is not as good for the second band of oscillations; this
may be due to distributed flame effects and is discussed further
below.

Figure 8 shows unsteady pressure data obtained at Penn State
@2,19#. Since the upstream boundary of the inlet section in this
facility is essentially nonreflecting, Eq.~4! predicts that instabili-
ties should occur whentconvect/T50,1, . . . .Figure 8 shows that
the measured data agree well with this prediction.

Figure 9 shows unsteady pressure data obtained at Georgia
Tech @17#. Since the upstream boundary of the inlet section is
rigid, Eq. ~3! predicts that instabilities should occur when
tconvect/T50.25,1.25, . . . . Figure 9 shows that most of the large
amplitude pressure oscillations occur in the predicted region.
However, it should be noted that instabilities were observed in
four test runs that are well outside of the predicted unstable region
~i.e., tconvect/T50.65!.

An examination of Figs. 7–9 reveals that some of the measured
instabilities occurred intconvect/T regions that lie to the left of the
predicted regions. As the discussion below Eq.~8! indicates, this
consistent leftward bias is to be expected, however, because re-
gions of instability should actually occur wheretconvect/T
;(0.7– 1)Cn5C̃n ; i.e., between 0 and 30 percent to the left of
those shown in Fig. 5. The shift of approximately 25 percent in
the DOE data~see Fig. 7! and 20 percent in the Georgia Tech data
~see Fig. 9! suggests that these ‘‘discrepancies’’ are simply due to
correlating the measured data withtconvect/T instead oftconv,eff/T.

The above comparisons between the theoretical predictions and
the experimental data demonstrate that LP instabilities occur at
specific ranges of the parametertconvect/T. Significantly, the dem-
onstrated agreement between the theory’s predictions and mea-
surements strongly suggests that the mechanism discussed in this
paper is responsible for LP instabilities.

One issue that is not clear, however, is the lack of unstable
oscillations in bands that are predicted to be unstable. For ex-
ample, no oscillations have been observed in the Georgia Tech
facility in the 0,tconvect/T,0.5 band even though the combustor
has been run under operating conditions where the frequency of
some of its natural modes would lie in this unstable range. Exci-
tation of other modes that correspond to higher instability bands,
such as 2,tconvect/T,2.5, have been observed, however, but the
dominant unstable mode still corresponds to 1,tconvect/T,1.5.

4. Passive Control Considerations
An understanding of the mechanisms responsible for LP insta-

bilities may provide combustor designers with means for eliminat-

Fig. 7 Dependence of unsteady pressure amplitudes mea-
sured in a DOE combustor †3‡ and its predicted linear stability
limits upon tconvect ÕT

Fig. 8 Dependence of unsteady pressure amplitudes mea-
sured in a Penn State combustor †2‡ and its predicted linear
stability limits upon tconvect ÕT

Fig. 9 Dependence of unsteady pressure amplitudes mea-
sured in a Georgia Tech combustor and its predicted linear
stability limits upon tconvect ÕT
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ing these instabilities in the design stage. For example, one gas
turbine manufacturer claims to have eliminated instabilities by
designing a combustor whose operating regions lie outside of the
unstable range. Specifically, they have modifiedtconvectby chang-
ing the combustor inlet diameter and fuel injector location@20#.

In spite of their success, shifting the value oftconv,eff/T outside
the unstable range may be difficult to achieve in general because
of design restrictions. Also, several different combustor modes
may be excited, and stabilizing one of these modes may destabi-
lize another. For example, Fig. 10 presents data obtained at the
Georgia Tech facility, illustrating the dependence of the unsteady
pressure amplitude upon the velocity in the inlet section. It shows
that at lower velocities, the 430 Hz mode is excited, and that its
amplitude decreases with increasing velocity. However, as the in-
let velocity is further increased, the 630 Hz mode becomes un-
stable because its periodT is smaller, and the parametertconv,eff/T
is within the unstable range. Figure 10 shows that the combustor
is ‘‘quiet’’ only within a narrow velocity range.

Similar observations have been made by Straub and Richards
@3# who moved the location of the fuel injector and found that
stabilizing one mode was often accompanied by destabilization of
another~they show that these problems may be dealt with by
injecting the fuel at multiple locations!. These examples illustrate
the potential shortcomings of passive control approaches.

5. Final Remarks
This paper has shown that LP combustion instabilities are likely

due to a feedback process between the heat release, acoustic pres-
sure, andf oscillations, see Fig. 2. Furthermore, it has been
shown that regions of instability primarily depend upon the pa-
rametertconvect/T, implying that the frequency of oscillation, the
mean velocity, and the location of the fuel injector are key param-
eters controlling combustor stability.

In closing, we would like to reiterate that while this paper has
demonstrated that combustion instabilities in LP systems are
likely due to f oscillations, it is possible that other mechanisms
may also be important. Thus, it should be noted that some studies
have concluded that other mechanisms, such as combustion within
coherent vortical structures@4,5#, are responsible for instabilities
in these systems. These conclusions appear to be based on obser-
vations of such structures during unstable combustion@4,5#.

While it is altogether possible that other mechanisms for insta-
bility ~such as combustion in vortices! are important, care must be
exercised in assessing a mechanism of instability based on obser-
vations of unstable combustion at the limit cycle; that is, it is
possible that some instability mechanism causes growth of the

amplitude of the unsteady motions in a combustor, eventually
forcing the periodic shedding of these structures. Thus the pres-
ence of these structures does not necessarily supply any informa-
tion about theorigin or mechanismthat initiated the instability. In
the same manner, the measurements off oscillations by Mongia
et al.@14# during unstable combustion cannot be interpreted as an
indication thatf oscillations are responsible for initiating the in-
stability. While Eq. ~1! shows that suchf oscillations can be
excited by acoustic oscillations in the inlet, the instability mecha-
nism that is responsible for exciting these oscillations could be
due to a totally different mechanism~e.g., vortex shedding!.

To summarize, this discussion shows that observations of com-
bustion instabilities at the limit cycle may not provide useful in-
formation about the origin of the instability.

Nomenclature

c 5 speed of sound
C 5 stability constant, see Eqs.~2!–~5!
m 5 mass flow rate
M 5 Mach number
q 5 local heat release rate
Q 5 total rate of heat release, see Eq.~A1!
u 5 velocity
Y 5 mass fraction

Greek

a 5 flame length correction coefficient, see Eq.~7!
f 5 equivalence ratio
t 5 characteristic time
j 5 flame surface variable, see discussion above Eq.~A10!

Subscripts and superscripts

o 5 oxidizer
f 5 fuel

~!8 5 fluctuating quantity
(¯) 5 mean quantity

Appendix
This appendix presents a derivation of an expression for the

characteristic timeteq that generalizes a previous analysis of Put-
nam @18#. It extends the definition of the convective time to ac-
count for the fact that the combustible mixture is consumed over a
finite flame region~rather than at a single point!. Denoting the
flame’s instantaneous rate of heat release per unit area by
q8(xf ,t), the total rate of heat release within the flameQ8(t) is
given by

Q8~ t !5R R
Flame
Surface

q8~xf ,t !dxf (A1)

wherexf is the flame location. Note that in writing Eq.~A1!, it is
assumed that the heat release occurs along a flame surface. How-
ever, this development can be readily generalized to a region of
distributed heat release as well.

Since this study is interested in heat release fluctuations in-
duced by mixture composition oscillations, Eq.~A1! is written as:

Q8~ t !5R R
Flame
Surface

K~f~xf !,xf ,t !f8~xf ,t !dxf (A2)

where K is a transfer function relating the instantaneous, local
fluctuating rate of heat release to the fluctuatingf8. If the rate of
heat release is only a function of the localf8, thenK is a constant.
However, the local heat release may be a function of the heat
release at other parts of the flame due to flame dynamics effects.
In this case,K is a function of space, time, and the instantaneous
f8 at other parts of the flame. These cases will be referred to as
‘‘locally’’ and ‘‘globally’’ reacting, respectively.

Fig. 10 Dependence of the pressure amplitudes of the 430 and
630 Hz modes, measured at Georgia Tech, upon the mean inlet
velocity
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Neglecting molecular transport and chemical reaction, thef8 of
the mixture entering the flame atxf , can be related tof8 at the
base of the flame atxb ~see Fig. 1! by the following species
transport equations for the fuel and oxidizer mass fractions:

]YF

]t
1u•¹YF50 (A3)

]YOx

]t
1u•¹YOx50 (A4)

Defining a constantkf by the relationkfYf /Yox5f, multiplying
Eq. ~A3! by kf /Yox , Eq. ~A4! by 2kfYf /YOx

2 , and adding the
resulting equations yields the following equation for the evolution
of f:

]f

]t
1u•¹f50 (A5)

Equation~A5! shows thatf is constant along a pathline. Con-
sequently,f at the base of the flamexb can be related tof at the
flame surfacexf by the expression:

f~xf~u,xb ,tb!,t !5f~xb ,tb!. (A6)

The equation of the pathline relatingxf at timet to xb at timetb is:

dxl

dt
5u~xl ,t ! (A7)

Generally, Eqs.~A6!–~A7! could be used to relatef f to fb
using, for example, computed or measured descriptions of the
mean flow fields and mixture composition. We will now simplify
these equations in order to demonstrate their application, and to
gain insight into the processes that affectteq. The following as-
sumptions are made:~1! the flowfield is uniform, one dimen-
sional, and axisymmetric;~2! f variations are one dimensional;
and~3! the flame responds only to localf disturbances~i.e., it is
‘‘locally’’ reacting!. It should be noted that the third assumption
essentially treats the flame surface as a continuous distribution of
reactors that do not interact each other.

Using assumptions~1!–~3!, Eq. ~A2! can be simplified to:

Q8~ t !5E
Flame

Kf8~xf ,t !~2pyf !dyf (A8)

Considering only the fluctuating component off and using as-
sumptions~1! and ~2!, Eqs.~A5! and ~A6! can be written as

f8~xf ,t !5f8S t2tb2
xf2xb

u D (A9)

Assuming harmonic oscillations~i.e., f8(x,t)5f8(x)e2 ivt!,
defining a flame Strouhal number, St5 f Lflame/u, and defining an
equation of the flame surface, (xf2xb)/Lflame5 f (yf /r )5 f (j),
Eqs. ~A8! and ~A9! can be combined to yield the following ex-
pression:

Q8~ t !52pr 2Kf8~xb ,tb!e2 iv~ t2tb!EFlame
Surface

je2p iStf ~j!dj

(A10)

Finally, defining the quantityQo(t) as the fluctuating heat re-
lease that would have occurred if all the reactive mixture was
burned at the base of the flame, Eq.~A10! can be written as:

Q8~ t !/QO~ t !52EFlame
Surface

je2p iStf ~j!dj5keivteq (A11)

wherek5uQ8(t)/Qo(t)u and teq is an ‘‘equivalent’’ time delay
that accounts for the fact that different fractions of the combus-
tible mixture that enter the combustor are burned at different in-
stances. It follows from Eq.~11! that:

vteq5tan21F EFlame
Surface

j sin~2pStf ~j!!dj

EFlame
Surface

j cos~2pStf ~j!!djG (A12)

k52F F EFlame
Surface

j sin~2pStf ~j!!djG2

1F EFlame
Surface

j cos~2pStf ~j!!djG2G1/2

(A13)

Equations~A12! and~A13! can be used to determine the quan-
tities teq andk for a specified flame surfacef (j). For example, if
all the fuel burns in a planar flame atx5xb , then the surface is
described by (xf2xb)/Lflame5 f (j)50, yielding:

Q8~ t !/QO52E
0

1

je2p iSt* 0dj52E
0

1

jdj51⇒k51, teq50

(A14)

as expected.
Finally Eq. ~A11! suggests that the effect of having the heat

released along the flame is equivalent to having the energy re-
leased at some ‘‘effective’’ flame location. Defining an ‘‘equiva-
lent’’ nondimensional flame locationa5Leq/Lflame, then the left
side of Eq.~A12! can be rewritten as follows:

vteq52p f
Leq

u
52p

f Lflame

u

Leq

Lflame
52pSta (A15)

Combining Eqs.~A12! and ~A15! yields:

a~St,f ~j!!5
1

2pSt
tan21F EFlame

Surface

j sin~2pStf ~j!!dj

EFlame
Surface

j cos~2pStf ~j!!djG
(A16)

In the limit when St!1, Eq. ~A16! simplifies to:

a~ f ~j!!5

EFlame
Surface

j f ~j!dj

EFlame
Surface

jdj

(A17)

showing that in this casea is independent of the flame Strouhal
number. The nondimensional effective convective time can be
then defined as:

tconv,eff

T
5

tconvect

T S 11a
Lflame

Lconvect
D (A18)

Figure 6 presents results of calculations that describe the depen-
dence ofa upon St andf (j). These results are discussed in Sec.
2.4.
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Laminar Burning Velocity of
Methane–Air–Diluent Mixtures
An experimental facility for measuring burning velocity has been designed and built. It
consists of a spherical constant volume vessel equipped with a dynamic pressure trans-
ducer, ionization probes, thermocouple, and data acquisition system. The constant volume
combustion vessel allows for the determination of the burning velocity over a wide range
of temperatures and pressures from a single run. A new model has been developed to
calculate the laminar burning velocity using the pressure data of the combustion process.
The model solves conservation of mass and energy equations to determine the mass
fraction of the burned gas as the combustion process proceeds. This new method allows
for temperature gradients in the burned gas and the effects of flame stretch on burning
velocity. Exact calculations of the burned gas properties are determined by using a
chemical equilibrium code with gas properties from the JANAF Tables. Numerical differ-
entiation of the mass fraction burned determines the rate of the mass fraction burned,
from which the laminar burning velocity is calculated. Using this method, the laminar
burning velocities of methane–air–diluent mixtures have been measured. A correlation
has been developed for the range of pressures from 0.75 to 70 atm, unburned gas tem-
peratures from 298 to 550 K, fuel/air equivalence ratios from 0.8 to 1.2, and diluent
addition from 0 to 15 percent by volume.@DOI: 10.1115/1.1339984#

Introduction
The laminar burning velocity is one of the fundamental proper-

ties of fuel/air mixtures. It is used for modeling turbulent combus-
tion and pollutant formation, and for furthering our understanding
of laminar flame theories in general. Keck@1# uses the laminar
burning velocity in his model for turbulent flame propagation and
pollution formation in internal combustion engines. Karpov, Li-
patnikov, and Zimont@2# use the laminar burning velocity as the
only input parameter in their turbulent combustion model. Recent
studies into the effects of flame stretch and wrinkling on premixed
turbulent combustion rely heavily on the laminar burning velocity
@3,4#. These studies are aids not only to the internal combustion
engine field, but also to the power generation and hazardous waste
disposal industries.

Methane was chosen as the fuel is this study for three main
reasons. First, it is increasingly being used as a fuel in internal
combustion engines and other power plants. Second, there is a
wide body of literature on methane laminar burning velocity with
which to compare the results of the new model. Finally, there is a
need for more laminar burning velocity data at high diluent con-
centrations over a wide range of pressures, temperatures, and
fuel–air equivalence ratios.

Methane is the main component~85–95 percent by volume! of
compressed natural gas~CNG!. CNG is increasingly being used as
an alternative to gasoline in internal combustion engines and in-
dustrial power plants@5#. This use requires simple and workable
correlations for modeling methane combustion over a wide range
of temperatures and pressures. Good experimental data is needed
for use in these models.

In modeling the combustion process, burning velocity values
are needed over a large range of temperatures, pressures, fuel–air
equivalence ratios, and diluent additions. In internal combustion
engines the unburned gas temperature can be as high as 1000 K
and the pressure range from 1 to 35 atm, with variations in fuel
equivalence ratios from 0.6 to 1.4. Currently, burning velocity
data for methane–air mixtures in the full range of pressures and

temperatures of an internal combustion engine are not fully avail-
able. Al-himary and Karim@6# have presented data in the highest
pressure range, with pressures from 1 to 70 atm, temperatures
from 323 to 473 K, and fuel–air equivalence ratios,f, from 0.62
to 1.35. Higher temperatures have been studied by Agnew and
Graiff @7# with temperatures from 328 to 890 K, but at lower
pressures, 1–3 atm, and fuel–air equivalence ratios from 0.5 to
1.0. Gottegenes and Mass@8# have theoretically calculated burn-
ing velocity in the range of pressures from 1 to 40 atm, unburned
gas temperatures, 290–800 K, and for lean mixtures,f,1.0.

To reduce NOx emissions a portion of exhaust gas is recycled
into the fuel mixture. This technique, known as exhaust gas recir-
culation~EGR!, has the effect of reducing the flame temperature,
a major factor in the NOx creation. With the addition of proper
diluents the burning velocity of fuel mixtures treated with exhaust
gases can be measured.~In this study a mixture of 86 percent N2
and 14 percent CO2 is used. This simulates the specific heat and
molar mass of the exhaust gases from a typical internal combus-
tion engine.! Exhaust concentrations can be as high as 30 percent
by volume, with more typical concentrations in the range of 15
percent. Laminar burning velocity data of fuel mixtures with di-
luents in the range of pressures and temperatures encountered in
the internal combustion engines are scarce. Clark and Stone@9#
have measured the laminar burning velocity for methane–air–
diluent mixtures in the range of pressures from 0.5 to 10 atm and
unburned gas temperature from 298 to 450 K. Pressures of 4–18
atm and unburned gas temperatures from 470 to 600 K have been
studied by Ryan and Lestz@10#.

The purpose of this study was to develop a new mathematical
model to calculate the laminar burning velocity and broaden the
range of existing experimental data using the pressure rise from
the combustion process in a constant volume vessel. The measure-
ments have been made in the range of pressures from 0.75 to 70
atm, unburned gas temperatures from 298 to 550 K, fuel air
equivalence ratio from 0.8 to 1.2, and diluent addition from 0 to
15 percent by volume.

Experimental Apparatus
The experimental facility consists of a combustion vessel,

charging apparatus, and a data acquisition system as shown in Fig.
1. The combustion vessel is constructed from two hemispheres

Contributed by the Internal Combustion Engine Division of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division, June 15, 2000; final revision received by the ASME Headquarters, June 23,
2000. Associate Editor: D. Assanis.
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that are bolted together to provide a 15.24 cm~6 in! spherical
vessel shown in Fig. 2. The vessel is made from 4140 alloy steel
which can withstand up to 425 atm of pressure. The vessel is fitted
with two center ignition electrodes, two ionization probes, a ther-
mocouple, a pressure transducer, and a port for vacuuming and
charging. Ignition is controlled by a capacitor discharge ignition
system. The two ionization probes are located at the top and the
bottom of the vessel and determine the arrival time of the flame
front. The ionization probe’s signals also provide information re-
garding the buoyancy effects on flame propagation. The thermo-
couple is used to measure the initial temperature of the mixture. A
Kistler 603B1 piezoelectric quartz pressure transducer is used
with a Kistler 5010B charge amplifier to measure the dynamic
pressure in the vessel.

The charging apparatus consists of a fuel/air/diluent mixture
and vacuum system. The fuel/air/diluent mixture is determined
using the partial pressures method. Partial pressures are measured
using Kulite silicon on silicon strain gauge transducers. Transduc-
ers in the ranges of 0–35, 0–175, and 0–1750 kPa~5, 25, 250
psia! were used. A vacuum pump capable of maintaining a
vacuum of 100mm in the combustion vessel is used to ensure that
the partial pressures are measured correctly. The low pressure
~vacuum! measurement is made using a thermocouple gauge.

The data acquisition system consists of a Data Translations 16-
bit data acquisition card, which records the pressure change of the
combustion event at a rate of 250 kHz. The analog-to-digital con-
verter ~AD! card receives the pressure signal from the charge
amplifier and the signals from the ionization probes. All signals
are recorded by a personal computer and an output data file is
automatically generated. The output data file contains information
about the partial pressures and initial temperature of all the gases
used: fuel, air and diluents. It records the pressure-time data of the

combustion process. An oscilloscope is also used to monitor the
signals of the ionization probes, the pressure transducer and the
ignition signal to insure that the various sensors are working and
that the system has fired properly.

The experimental procedure consists of vacuuming the combus-
tion vessel to a pressure of 100mm. Once good vacuum has been
achieved, the proper mixture of fuel/air/diluent is introduced,
starting with the gas with the lowest partial pressure. After gas is
charged into the vessel, the vessel is closed and the charging
system is vacuumed down and the next gas is introduced into the
vessel. When the vessel is filled with the proper mixture, the gas
in the vessel is allowed to reach equilibrium by waiting several
minutes before igniting the mixture. Upon ignition, a data file is
written to the computer and the pressure signal and ionization
probes signals are captured by the oscilloscope. Figure 3 shows
the result of a typical experiment

Computational Model
The new model to calculate burning velocity from the pressure

measurement of the combustion process in a constant volume
combustion vessel is based on the one developed by Metghalchi
and Keck@11,12#. In this model, gases in the vessel are composed
of two regions. One part is the burned gas in the center of the
vessel. The other part is the unburned gas, which is consumed as
the burned gas expands to it. The burned and unburned gases are
assumed to be ideal. It is also assumed that flame thickness is
negligible for a flame radius greater than 2 or 3 cm. The flame
front is assumed to be smooth and spherical. The unburned gas
consists of two regions: the unburned gas core, which is frozen in
its chemical composition and compressed isentropically by the
burned gas, and the gases within the thermal boundary layer at the
vessel wall, where temperature decreases to the wall temperature.
It is assumed that there is a temperature gradient within the
burned gases. This gradient is caused by the compression process
due to the combustion of the unburned gas, which results in a
pressure increase of the gases that have previously burned. Burned
gases are assumed to be in different shells, where temperature is
uniform in each shell, but it varies from shell to shell. Gases in
each shell are assumed to be in chemical equilibrium states. The
burned gas states have been calculated using 18 species of meth-
ane combustion. Thermodynamic properties of all gases have
been calculated using JANAF Tables@13#. The laminar burning
velocity is determined by@14#

Su5mvuẋ/Af (1)

where

Fig. 1 Schematic of the experimental setup

Fig. 2 Schematic of the combustion vessel

Fig. 3 Pressure as a function of time for the combustion of
stoichiometric methane–air with PiÄ1 atm and TiÄ298 K
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Su 5 laminar burning velocity,
m 5 mass of the gas mixture in the vessel,
vu 5 specific volume of the unburned gas,
ẋ 5 rate of mass fraction of the gas burned, and

Af 5 the area of the flame54pr f
2, with r f the radius of

the flame front.

The mass of the gas mixture can be determined by direct cal-
culation using the initial condition of the mixture. The specific
volume of the unburned gas is determined using the pressure data
from the combustion process and JANAF Tables. The properties
of the burned gases are also determined using the JANAF Tables
and equilibrium code. These properties are used to determine the
mass fraction of gas burned, from which the rate of mass fraction
burned is calculated. The mass fraction burned is calculated using
the conservation of mass and energy equations. The radius of the
flame front, used to determine the flame front area, is determined
from the mass fraction burned calculations.

The unburned gas in the vessel is assumed to be compressed
isentropically during the combustion process. Properties of the
unburned gas are calculated using JANAF Tables. The tempera-
ture of the unburned gas is determined from the pressure history
using variable specific heat assumptions. The specific energy and
volume of the unburned gases are then calculated from the un-
burned gas temperature.

Internal energy and specific volume of the burned gases are
calculated knowing the temperature of the gas in each shell. In
this model, it is assumed that the burned gas consists of a spheri-
cal region of shells generating from the center of the vessel. At the
outmost edge of this region is the shell which has just burned.
This shell surrounds other shells of burned gases, which burned at
earlier time steps, the innermost shell being the one which burned
first. The compression of the gas from the combustion process
causes the temperature of the gas in the innermost shell to be
higher than the temperature of the gas in the surrounding shells.
Gases in each shell are assumed to have uniform properties and to
be in chemical equilibrium. By using this shell method, the burned
gas temperature gradients can be accounted for, where previously
a lumped method was used and the burned gas was assumed to be
at an average temperature.

Burned gas properties are calculated using equilibrium code.
Eighteen species have been used in the equilibrium code for meth-
ane combustion. These are H, O, OH, H2, O2, H2O, HO2, H2O2,
CH4, CH3, CH2O, CH3OH, CO, CO2, N2, N, NO, and N2O. The
code, given temperature and pressure data, calculates all the ther-
modynamic properties of the mixture at equilibrium conditions.

The burned and unburned gas properties are used to determine
the mass fraction of the burned gas. Two nonlinear equations,
derived from the conservation of mass and energy equations, are
solved to yield the mass fraction:

V

m
1

Ad

m
5E

0

x

vb dx81E
x

1

vu dx8 (2)

E

m
2

Q

m
5E

0

x

eb dx81E
x

1

eu dx8 (3)

where

A 5 combustion vessel wall area,
e 5 specific internal energy,
E 5 total initial energy of gas in the vessel,
Q 5 total energy transfer from the boundary layer dis-

placement thickness to the vessel wall,
x 5 mass fraction burned,

x8 5 integration variable,
v 5 specific volume,
V 5 combustion vessel volume,
d 5 boundary layer displacement thickness,

and the subscriptsb and u refer the to the burned and unburned
gas, respectively.

The boundary layer displacement thickness,d, is defined as

d5~1/r`!E
0

`

~r2r`! dr (4)

where

r 5 density of unburned gas within the boundary layer
displacement thickness and

r` 5 density of that portion of unburned gas that is com-
pressed isentropically.

Energy transfer at the boundary layer of the vessel wall causes
the displacement thickness temperature to be lower than the rest
of the unburned gas. Therefore, the displacement thickness gas
density is higher. With the assumption that the displacement
thickness has the same properties as the core gas, this density
difference is accounted for by assuming volume of the vessel is
increased by Ad.

Boundary layer displacement thickness is determined from the
pressure data by@12#

d~ t !5S m i

pr i
D 1/2S r i

r D 1/guE
0

tF S S p8

pi
D2S p8

pi
D 1/guD

3S E
t8

t p9

pi
dt9D 1/2G dt8 (5)

where

r i 5 the initial density of the gas mixture,
m i 5 the viscosity of the unburned gas at the initial

temperature and pressure,
gu 5 the specific heat ratio of the unburned gas,
pi 5 the initial pressure of the gas mixture,

p8,p9 5 instaneous pressure,
t 5 time, and

t8,t9 5 integration variables.

Figure 4 shows the variation of normalized displacement thick-
ness as a function of normalized flame radius for a stoichiometric
methane–air mixture,Pi51 atm andTi5298 K. The displace-
ment thickness can be seen to be very small relative to the vessel
radius.

Total energy transfer to the bomb wall is calculated as@12#

Q5AE
0

d

p dd8 (6)

Fig. 4 Normalized displacement thickness „dÕR… as a function
of normalized flame radius
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whered8 is the integration variable. Figure 5 shows the normal-
ized heat transfer (Q/E) as a function of normalized radius. It also
shows that the heat transfer to the vessel wall is less than 1 per-
cent of total energy of gases in the bomb.

The conservation equations are solved for the two unknowns:
the burned gas temperature of the outermost shell and the mass
fraction burned at each time step. The two equations are solved by
using the two-dimensional Newton–Raphson method. For this
method, incorporating temperature gradient shells, the two equa-
tions are rewritten as

V

m
1

Ad

m
5(

i 50

n21

vbixi1vbnxn1S 12(
i 50

n21

xi2xnD vu (7)

E

m
2

Q

m
5(

i 50

n21

ebixi1ebnxn1S 12(
i 50

n21

xi2xnD eu (8)

wherexn , vbn , and ebn are the mass fraction, specific volume,
and specific internal energy of the outermost shell in the burned
gas region, andxi , vbi, andebi , the mass fraction, specific vol-
ume, and the specific internal energy in the shells of the previ-
ously burned gas.

Equations~7! and ~8! are solved using the Newton–Raphson
method for the properties of thenth or outermost shell, whereebn
andvbn are functions of the temperature of thenth shell. Thenth
shell is the last shell that has been burned up to the time step of
consideration. In the first time step,n51, the summations equal 0
and the two equations are solved forx1 , andTb1 . In the next time
step,n52, eb1 and vb1 are reevaluated to account for the com-
pression due to the burning of the outer shell~shell 2! and Eqs.~7!
and ~8! are solved forx2 and Tb2 . This procedure is followed
until the last time step, the time of maximum pressure in the
bomb.

The mass fraction burned is then calculated as a function of
time. The rate of the mass fraction burned,ẋ, is determined using
the mass fraction calculation. It is determined by fitting a parabola
to three consecutive mass fraction points and then differentiating
to find the slope of the midpoint. Each point is used only once to
minimize amplification of any possible errors due to the differen-
tiation process.

The flame radius,r f , is calculated as a function of time from
the mass fraction burned calculations and the burned gas
properties:

Vb5( vbi
mbi

5
4

3
pr f

3 (9)

An important consideration in the calculation of the laminar
burning velocity is the flame stretch rate. In a constant volume
combustion vessel, with a spherical outwardly propagating com-
bustion wave, flame stretch affects the calculation of the burning
velocity. The effect of stretch is highest when the flame radius is
small and it diminishes as the flame radius increases. Bradley@15#
and Aung and Faeth@16# have investigated the effect of the
stretch on flame speed. Using Bradley’s method, the burning ve-
locity of upstretched flame is calculated using

SL5Su1Ca (10)

where
SL 5 the unstretched burning velocity,
Su 5 the stretched burning velocity,

and C is related to the Markstein length, the values which have
been taken from Bradley’s work@15#. a is the flame stretch rate
defined as

a5
1

Af

dAf

dt
(11)

In a spherical combustion vessel, the stretch rate can be calcu-
lated through the determination of the flame radius:

a52
ṙ f

r f
(12)

This is shown in Fig. 6 for a stoichiometric methane–air mix-
ture with Pi51 atm andTi5298 K. In a spherical vessel of the
size used, a 10 percent increase in initial pressure increases the
flame radius by about 50 percent of the total radius~flame radius
of 4 cm!, thus reducing the effect of stretch on much of the data
collected.

The unstretched burning velocity has been determined using
Eq. ~10!. The correction was about 1.0 cm/s when the flame radius
was small and it decreased to 0.2 cm/s when the flame was close
to the vessel wall.

Results and Discussion
The laminar burning velocity of methane–air–diluent mixtures

in the range of pressures from 0.75 to 70 atm, unburned gas tem-
peratures from 298 to 550 K, fuel air equivalence ratio from 0.8 to
1.2, and diluent addition from 0 to 15 percent by volume have
been determined using the method described. The burning veloci-
ties have been fitted to the following relation:

Fig. 5 Normalized heat transfer „QÕE… as a function of normal-
ized flame radius

Fig. 6 Flame stretch rate as a function of normalized flame
radius for the combustion of stoichiometric methane–air with
PiÄ1 atm and TiÄ298 K
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SL5Suo~ao1a1f1a2f2!@12~b1D1b2D21b3D3!#

3S Tu

T0
D aS P

P0
D b

(13)

where

SL 5 the laminar burning velocity~cm/s!,
Suo 5 the laminar burning velocity at the reference point

~1 atm pressure and 298 K! ~cm/s!,
D 5 the percentage~by volume! of diluent in the

mixture,
Tu 5 the temperature of the unburned mixture~K!,
T0 5 the reference temperature5298 K,
P 5 the pressure of the mixture~atm!, and

P0 5 the reference pressure51 atm.

The parameters,Suo , a0 , a1 , a2 , b1 , b2 , b3 , a, and b are
listed in Table 1.

The measured values of laminar burning velocities of methane–
air mixtures from this study have been compared to the results of
other investigators. Figure 7 shows the burning velocity of
methane–air mixtures at a pressure and temperature of 1 atm and
298 K as a function of fuel–air equivalence ratio. The results are
compared to those of Clark and Stone@9#, Iijima and Takeno@17#,
Egolfopoulos and Law@18#, and Yamaoka and Tsuji@19#. Clark
and Stone and Iijima and Takeno have used a spherical constant
volume chamber using burning velocity models similar to Met-
ghalchi and Keck’s, but without considering temperature gradients
or flame stretch effects. Egolfopoulos and Law and Yamaoka and
Tsuji have used the experimental results of counterflow flames.
Egolfopoulos and Law extrapolate the flame speed measurement
to include stretch effects. This comparison shows that, with the
exception of the results measured by Yamaoka and Tsuji, all other
measurements are very close to each other. The maximum laminar

burning velocity of methane–air mixtures at atmospheric pressure
and temperature is shown to be at a fuel air equivalence ratio of
1.05–1.10.

Figure 8 shows laminar burning velocity for stoichiometric
methane–air mixtures at a pressure of two atmospheres as a func-
tion of temperature. The results of this study are compared with
those calculated by Clark and Stone@9#, Gottegenes and Mauss
@8#, and Babkin and Kozachenko@20#. The results show similar
trends for burning velocity, with some variation in slope.

Figure 9 shows the laminar burning velocity as a function of
temperature at a pressure of 15 atm. The results are compared to
those of Clark and Stone@9#, Gottegenes and Mauss@8#, Babkin
and Kozachenko@19#, and Ryan and Lestz@10#. It can be seen that
the results are similar, except Ryan and Lestz predict a steeper
temperature dependency than the others.

The laminar burning velocity of a lean mixture (f50.83) of
methane–air determined in this study is compared to other stud-
ies, shown in Fig. 10.

Figure 11 shows the pressure dependency of laminar burning
velocity of a stoichiometric methane–air mixture. The results are
compared to other studies, all showing the negative dependency,
with good agreement to each other.

Figures 12 and 13 show laminar burning velocity of stoichio-
metric methane–air–diluent mixtures for various diluent concen-
trations, both as a function of pressure~Fig. 12! and temperature

Fig. 7 Laminar burning velocity as a function of equivalence
ratio for methane–air mixtures at 1 atm pressure and 298 K

Fig. 8 Comparison of laminar burning velocity as a function of
temperature for stoichiometric methane–air at 2 atm pressure

Fig. 9 Comparison of laminar burning velocity as a function of
temperature for stoichiometric methane–air mixture at 15 atm
pressure

Table 1 Parameters for burning velocity of methane–air–
diluent mixtures, fÄ0.8 to 1.2, PÄ0.75 to 70 atm, TÄ298 to 550
K, and DÄ0 to 15 percent

a0
25.883

a1
14.003

a2
27.115

b1
4.829

b2
27.778

b3
0.003

a
1.857

b
20.435

Suo
37.5
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~Fig. 13!. The results are compared to those reported by Clark and
Stone@9#. Burning velocity is shown decreasing as diluent con-
centrations increase, due to the lower flame temperature. The high
diluent concentrations simulate those found during idle conditions
of today’s internal combustion engines.

Conclusions
A new experimental facility has been built to determine the

laminar burning velocity of fuels. Using a spherical constant vol-
ume combustion vessel, pressure data has been collected over a
wide range of pressures, unburned gas temperatures, and mix-
tures. A new model has been developed. The new model incorpo-
rates temperature gradients in the burned gas, as well as the use of
equilibrium calculations in the determination of the mass fraction
of gas burned, from which burning velocity is determined. Flame
stretch effects are also incorporated. The results of this study
show good agreement with other studies in the range of equiva-
lence ratios, 0.8 to 1.2, pressures, 1 to 70 atm, unburned gas
temperatures, 298 to 550 K, and diluent concentrations up to 15
percent.
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Analysis and Modeling of the
Fluid-Dynamic Effects in
Branched Exhaust Junctions
of ICE
The influence of exhaust junction geometry on flow-dynamics of exhaust gas is analyzed.
The authors propose an experimental characterization method based on the measurement
of the instantaneous pressure in the junction operating with engine exhaust flow and
solving the problems posed for the accurate instantaneous pressure measurements under
the adverse temperature condition. In this paper, the method is applied to two ‘‘Y’’ type
junctions, with a reed being the unique difference between them, to determine the influ-
ence of this element on the junction behavior. The analysis of the experimental results
denotes two major differences: the characteristics of the wave reflected at the junction,
and the energy of the pulse transmitted to the lateral branch of the junction. The results
of the analysis are introduced in the junction modeling used in a one-dimensional gas
dynamic model with an important improvement in the agreement of the modeled predic-
tions with the experimental measurements.@DOI: 10.1115/1.1339988#

Introduction
The dynamics in the exhaust system has a significant influence

on several aspects of engine performance. Short circuit and back
flow during the valve overlap are determined by its geometry,
influencing the engine volumetric efficiency and residual mass
fraction. In fact, that phenomenon is of utmost importance in the
scavenging of two stroke engines. Pumping work is also greatly
influenced by these dynamics and therefore by the geometry of the
exhaust manifold and pipes. Additionally, in multicylinder en-
gines the exhaust pulses of a given cylinder interfere with the gas
exchange process and pumping work of the previous or next firing
cylinders. There are several studies that analyze in depth all these
dynamic effects@1–6#.

In turbocharged engines the objectives at the design stage of the
exhaust system are more complex. There is an additional goal in
obtaining the maximum amount of mechanical energy with the
turbine from the available exhaust gas energy. Several strategies,
depending of the size of the engine, have been developed to pro-
vide not only the maximum amount of energy to the turbine, but
also in the best way to optimize its efficiency. This has been
studied for a long time@7–10#.

The behavior of the junction also has an important influence on
the dynamic effects described above. The flow in exhaust junc-
tions is very complex and junction geometry determines the en-
ergy losses produced and how the incident exhaust pulses are
transmitted to the exit duct, reflected to the exhaust port and de-
rived to the lateral branch or branches.

There are important studies proposing mathematical models of
the flow dynamics at the junctions@11–16#. But the references in
the literature about the influence of the junction geometry on its
dynamic behavior are limited. One traditional difficulty is to ob-
tain accurate experimental data with actual exhaust flow condi-
tions. The strong pressure pulses with high temperature make it
extremely difficult to measure instantaneous pressure or tempera-
ture at the boundaries of the junction.

Three-dimensional~3D! modeling of junctions is still a time

consuming task and the results are dependant on computing as-
sumptions, such as the turbulence model and the size of the mesh
due to the presence of eddies within the junction@17,18#.

The objective of this work is to report results of flow analysis in
exhaust junctions based on experimental measurements. They are
obtained with a characterization method, developed by this re-
search group, that accurately measures the instantaneous pressure
in several critical sections of the junction with actual exhaust flow
conditions.

This analysis identifies two important flow patterns in the junc-
tion and derives meaningful conclusions about the influence of the
junction geometry on its behavior.

The method has been applied to ‘‘Y’’ type of junctions with
different dimensions and configurations, although the discussion
in this paper, for sake of brevity, is limited to two junctions with
simple geometry.

To complete the work, conclusions are introduced in a math-
ematical model of the junction to consider these dynamic effects.
The result is a significant improvement in the agreement between
the predicted results and the experimental measurements.

The method has also been applied to 4-1 junctions. In this case,
two cylinders are in the exhaust process at the same time and
therefore additional aspects such as their relative position are rel-
evant for the dynamic effects@19#. The analysis of the flow dy-
namics in this type of junction will be the subject of a future
publication.

Experimental Process
The experimental characterization of the ‘‘Y’’ junction has

been performed by connecting one of their inlet branches~active
branch! to the exhaust port of an engine as described in Figs. 1
and 2.

In the real engine conditions there are many wave superposi-
tions. The proposed configuration allows the measurement of the
response of the junction to exhaust pulses avoiding interference
with the pulses from other cylinders of the engine. The lateral
branch has been closed since this is the normal condition in actual
engine operation when the junction is connecting two contiguous
cylinders. The length of this branch includes that of the engine
port. The exit branch has a significant length to ensure that the
reflected pulse, produced in the discharge section to a stagnation
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tank, arrives at the junction when the exhaust process in the cyl-
inder has finished, thus avoiding undesired wave superposition.

The characterization is based on the measurement of the instan-
taneous pressure at least in one section of every branch of the
junction. This section has to be at an adequate distance from the
junction to ensure a fully developed one-dimensional flow. The
instantaneous pressure has also been measured in two additional
sections. One is at the port outlet to better characterize the wave
reflected back to the active branch. The second is in the closed
end of the lateral branch to characterize the directionality of the
junction by the energy transmitted to this branch. To allow the
decomposition of the incident and reflected waves, the lateral
branch has been thermally isolated so that the process is close to
adiabatic. The instrumentation of the junction is detailed in Fig. 2.

Measurement of instantaneous pressure with hot gas flow has
been traditionally performed with piezoelectric transducers. The
measured signal is then referenced with the mean pressure ob-
tained from another pressure measurement device~liquid column
or magnetic sensor!. Usually this device is linked to the exhaust
duct with a long pipe to avoid contact of the hot exhaust gas with
the sensing surface.

The pressure losses in the junction might be smaller than the
error derived from the determination of the mean pressure with
that auxiliary device. In fact, it is obvious that in the case of
pulsating flow the volume between the duct and the measuring
device transfers the pulses to the sensing surface in such a way
that the measured value is not necessarily equal to the mean pres-
sure in the duct. The deviation function of the pipes and measure-
ment device geometry and the flow characteristics~such as fre-
quency and amplitude of the pressure pulses! is not easy to
predict.

To avoid this inconvenience, the experimental measurements
have been performed with double cooled piezoresistive transduc-
ers. The thermal shock in the sensing membrane, and its corre-
sponding errors, have been avoided with a small cooled volume
~length 37 mm and diameter 1.5 mm! introduced between the duct
surface and the membrane of the sensor. This volume, strongly
cooled, prevents direct contact of the membrane with the ex-
tremely hot exhaust gas and therefore eliminates this source of
measurement error. Obviously this volume introduces a ripple in

the measured signal, but its mean frequency is much higher than
those of the exhaust pulses. Additionally, this ripple can be re-
moved by the decomposition of the measured pressure in the sens-
ing surface to the duct surface by the application of the transfer
function of the cooler volume to the measured signal, in order to
transport the signal from the cooling volume to the real measure-
ment section. This transfer function is obtained with specific ex-
periments and the corresponding mathematical analysis. The
transducer is additionally equipped with a second cooler to protect
the sensing device.

This pressure measurement process takes profit from the main
advantage of the piezoresistive sensors~provides instantaneous
and absolute pressure! and avoids its inconveniences~thermal sen-
sitivity!. In Fig. 3 a draft of the sensor cooler is shown.

Measurement of the temperature is not critical with this ap-
proach. Once the behavior of the junction is modeled, and the
predicted pressure is in good agreement with the accurate pressure
measurements, the temperature predictions of the model must also
be accurate. An inaccurate temperature in the model will induce
an incorrect wave propagation speed and the predicted wave dy-
namics will not be in phase with the experimental values.

Analysis of the Flow in a ‘‘Y’’ Junction
The experimental process has been applied to two simple ‘‘Y’’

junctions. Their geometry is shown in Fig. 4. The only difference
between them is the presence or the absence of a small reed in the
area connecting the two inlet branches. The reed induces a signifi-
cant change in the contact surface between the lateral branches
and in the way that the pressure waves discharge into the junction.
This will translate into an important difference in the dynamic
effects produced in the junction.

The diameter of the inlet branches of the junction is equal to the
valve port to avoid sudden area changes. The area ratio between
one inlet duct and the outlet duct is 1.25. Figure 5a represents a

Fig. 1 Experimental setup

Fig. 2 Exhaust junction instrumentation

Fig. 3 Pressure transducer cooler

Fig. 4 Detail of the junction geometry

198 Õ Vol. 123, JANUARY 2001 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



simple draft of the transversal areas along the junction for both
junctions. Flow in the junction without the reed expands first to a
section double that of the inlet duct. From this maximum the
section is reduced to the exit duct area~1.25 times the entry sec-
tion!. In the junction with the reed the section is reduced first to
the half of the exit section~0.625 times the entry area! and then
expanded to a double area.

The contact surface between the lateral branches is very differ-
ent in the junctions. As represented in Fig. 5b, it is a single point
in the case of the junction without the reed and a complete diam-
eter of the exit duct in the case with reed.

The reed has been widely used in the junctions of exhaust sys-
tems of heavy-duty turbocharged diesel engines with the aim of
increasing the energy available in the exhaust gas at the turbine
inlet and of reducing the interference among cylinders@7,10#.

The engine used in this study was a 2 l.four in line automotive
spark ignition engine. The operating condition were from 2500 up
to 5500 rpm every 1000 rpm and full load. These conditions pro-
vide very strong exhaust pulses, in mass flow and pressure ampli-
tude, ensuring the clear presence of the main dynamic effects in
the junction as it will be seen below.

The experimental pressure measurements of both junctions at
4500 rpm and full load are plotted in Fig. 6.

In the junction without the reed~solid line!, there is a big dif-
ference in the pressure profile between measurement locations 1
and 2. This is due to the different superposition of the strong
overpressure pulse from the cylinder with a rarefaction pulse trav-
eling upstream originated by the expansion of the first one in the
junction volume. The exhaust pulse travels downstream through
the exit branch~location 3! and upstream to the lateral branch
~location 4! doubling the pressure amplitude in its closed end
~location 5!.

It can be observed that the pulse transmitted to the lateral
branch is weaker than the one in the exit branch. This is due to the
production of an eddy induced by the discharge flow velocity of
the active branch that partially blocks the entrance of the flow into
the lateral branch. Figure 7 represents the steady flow velocity
field, obtained with a 3D model, in a junction with the tested
geometry. The eddy in front of the lateral branch is clearly visible.

The comparison of the instantaneous pressure in location 1~en-
gine port exit! for the two junctions denotes a larger peak pressure
for junction 2~with reed! due to its behavior as apartially closed
end in comparison with junction 1~without the reed!. As de-
scribed earlier, this pressure is the superposition of the incident
and reflected waves. Since the engine is at the same operating
condition in both cases, the incident wave is similar and the high
peak pressure in junction 2 is the result of the reflected overpres-
sure wave from the junction due to the flow restriction at the
junction inlet~see Fig. 5!. This characteristic of the junction might
have a strong influence on the pumping losses and the volumetric
efficiency of the engine.

The pressure measured at location 5 for both junctions~closed

Fig. 5 Cross-section diagram of the junctions „a… and interface
between active and lateral branch „b…

Fig. 6 Measured pressures

Fig. 7 Velocity vectors at junction symmetry plane calculated
by 3D modeling
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end of the lateral branch! shows a much lower peak value for the
junction with the reed that suggests the presence of a stronger
eddy. This could be due to the lower discharge section~and there-
fore higher flow speed! and the bigger contact surface between
both branches.

The comparison of the instantaneous pressure at the discharge
section ~3! shows a smoother and lower pressure pulse for the
junction with reed due to the lamination imposed by this device.

The amount of energy transmitted upstream through the lateral
branch is a key element in the interference with the exhaust pro-
cess of other cylinders. It also influences the energy flow down-
stream to the turbine in turbocharged engines. This important flow
pattern in the junction is represented in Fig. 8A.

In spite of this directional effect, a pressure pulse is transmitted
into the lateral branch and is reflected at the closed end. The
discharge of this reflected pulse into the junction occurs when the
exhaust incident pulse is still blowing into the junction through
the active branch. This situation determines another important
flow pattern with both branches discharging to the exit branch as
depicted in Fig. 8B. The flow of the active branch, with high flow
velocity, transfers momentum to the lateral branch flow and helps
its discharge into the exit branch.

In Fig. 9 the measured pressure at location 3~outlet branch! and
location 4~closed branch Y! for the junction without reed and for
several engine speeds is plotted against crank angle during the
blow-down process. It is important to remark that the two mea-
sured pressures have the same trend except for the period when
dynamic effects appear. When the pressure pulse is crossing the
junction an important pressure drop arises due to the eddy forma-
tion. The pressure drop increases obviously with engine speed up

to 0.4 bar at 5500 rpm. Later, when the transmitted pulse is re-
flected at the closed end there is an increase of pressure at location
4 that allows the branch emptying.

The results presented in Fig. 9 show that even if there are six
possible flow patterns in a three-branch junction, only the patterns
shown in Fig. 8 are relevant in an exhaust junction. Therefore the
proposed characterization test can advantageously replace the te-
dious characterization in a test flow rig. These two main flow
patterns can be quantified by computing the instantaneous mass
flow in the lateral branch. Its value is obtained from the instanta-
neous pressure measured in the closed end of the lateral branch
~location 5!.

The equation of the superposition of two waves is expressed in
Eq. ~1!, where the subindicesi and r correspond to the incident
and reflected waves

P~g21!/2g5Pi
~g21!/2g1Pr

~g21!/2g21 (1)

In this equationP is the pressure ratio of the absolute pressure
with a reference pressurepref .

In location 5~closed end! Eq. ~1! can be simplified to

P5r5P5i5F1

2
~P5

~g21!/2g11!G2g/~g21!

(2)

The particle velocities of the incident and reflected waves are

u5r52u5i5S a52aref

g21 D (3)

wherearef is a reference speed of sound. The local sound speed
can be obtained from Eq.~4!, wherepini is an initial pressure and
aini is obtained from an average temperature.

a55ainiS p5

pini
D ~g21!/2g

(4)

With the values of the incident and reflected wave velocities,
the particle velocity and mass flow at the inlet of the lateral branch
of the junction~section 48! can be computed. It is obtained by the
composition~addition!, at that section, of the time translated ve-
locity components from Eq.~3!, assuming isentropic flow and
knowing its short length

Fig. 8 Flow patterns at junction

Fig. 9 Measured pressure downstream „location 3 … and upstream „location 4:
closed branch … the junction for several engine speeds
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u48~ t !5u5i~ t2Dt !1u5r~ t1Dt ! (5)

The time interval is calculated from the length of the lateral
duct and the mean temperature

Dt5
L

ā
5

L

AgRT̄
(6)

The mass flow is finally computed as:

ṁ485u48r48A (7)

The determination of the density requires the temperature,
which can be obtained from the modeled results. As described
earlier a good pressure agreement~in phase and amplitude! guar-
antees the accuracy of the temperature results.

This process can be validated by a comparison of the experi-
mental pressure measured in section 4 with the one obtained fol-
lowing the same method with the instantaneous pressure measured
in section 5 and the corresponding time translation, assuming
isentropic flow in the lateral branch

P4
~g21!/2g~ t !5P5i

~g21!/2g~ t2Dt !1P5r
~g21!/2g~ t1Dt !21 (8)

The agreement of both values, plotted in Fig. 10, confirms the
validity of the process.

The instantaneous mass flow in the lateral branch obtained for
the two junctions is presented in Fig. 11. It can be observed how
the junction with the reed reduces the gas flow upstream of the
lateral branch due to its stronger directionality in the section
where the two lateral branches converge. Additionally, the dis-
charge of the pulse, which starts at about a 200 Deg crank angle,
is faster in the junction with the reed probably due to the higher
momentum transfer from the active branch flow.

The actual mass flow can be also compared with the corre-
sponding isentropic value obtained from the experimental instan-
taneous pressures in sections 3 and 4 with time translated to the
inlet and outlet sections of the lateral branch~this assumes that the
reflected pressure upstream in section 3 is negligible!. These mass
flows are plotted in Fig. 12 for the junction without the reed as a

function of the crank angle. It can be observed how the lateral
branch receives a mass flow much smaller than that obtained with
the isentropic assumption during the angular period that the gas
flows into the lateral branch.

This phenomenon can also be evaluated by computing, during
this angular period, the discharge coefficient as the ratio between
the actual and the isentropic mass flow at the inlet of the lateral
branch. Its instantaneous value can be correlated with the flow
velocity in the active branch.

In Fig. 13 the results at different engine speeds are compared. It
can be observed that this coefficient can be characterized as a
function of the flow velocity in the active branch. The trend is a
reduction of the discharge coefficient with the intake flow speed.
This method, proposed by Reyes et al.@20# and Galindo@21#,
requires an iterative process for the determination of the active
branch velocity using the model proposed in the following sec-
tion.

The observation of Fig. 13 denotes that there are other variables
on top of the active branch velocity influencing the discharge
coefficient; for instance the pressure ratio at the closed branch.
The introduction of this parameter in the characterization proce-
dure would improve the correlation but lose the benefits of the
simplicity.

In conclusion, this analysis denotes that the introduction of a
reed in the junction reduces the amount of energy transmitted
to the lateral branch due to a higher directionality. It also in-
creases the discharge flow of this branch due to an increased
surface contact with the active branch that reflects a stronger over-
pressure pulse due to the flow restriction imposed by the reed. All
this affects the instantaneous pressure in the exhaust port of the
active cylinder and the one connected by the lateral branch of the
junction and therefore the pumping work, volumetric efficiency,
and residuals of the engine. Corresponding with the dynamics

Fig. 10 Experimental and calculated pressure in location 4

Fig. 11 Mass flow rate in the lateral branch
Fig. 12 Actual and isentropic mass flow rate in the lateral
branch
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in the lateral branches, the instantaneous gas energy in the exit
duct is also affected and thus the mechanical work produced in the
turbine.

An effective and efficient way to evaluate and optimize the
influence of junction geometry on engine performance is an inter-
active process of experimental pressure measurement and model-
ing of the flow dynamics. The evaluation with experimental data
only has the problem that the accuracy of the engine performance
measurements~bmepor bsfc! is of the same order of magnitude as
the junction geometry influence.

Modeling of the ‘‘Y’’ Junction
The results of the analysis can be used to improve the predic-

tions of the junction model. The base model used in this case has
been a set of ducts connected with a small volume. The volume
model is the same that Benson@12# proposed for the engine cyl-
inder because it allows any number of ducts connected to the
volume with a nozzle in the discharge section. The nozzle has an
effective area that takes into consideration the irreversibility of the
process with a discharge coefficient.

The directional effect can be considered with a variable dis-
charge coefficient in the lateral branch dependent on the active
branch flow velocity as described in Fig. 13. This will take into
consideration the partial reduction of the effective section of that
branch due to the eddy produced in the discharge section of the
junction. Even if the correlation of this function is limited, the
model predictions using this linear function fit very well with the
experimental measurements as presented below.

An important limitation of the model comes from the consider-
ation that there is no flow speed in the junction volume. Since the
pressure in that volume is computed from the balance of mass, the
assumption translates in an isobaric transformation of the kinetic
energy of the exhaust gas flowing into the junction in thermal
energy. The assumption of total recovery of the kinetic energy
through an isentropic process is not valid either. Therefore the
alternative is to assume a partial recovery of that energy in the
volume ~which is equivalent to assume a non-negligible speed in
the volume!. This speed can be expressed by a fraction of the
incoming flow speed:

K5
uvolume

uinlet
(9)

This coefficient is mainly related to the expansion rate from the
active pipe to the junction. Therefore, the value ofK is indepen-
dent of the engine speed.

Figures 14 and 15 provide a comparison of the experimental
measurements in sections 1 and 5 in both junctions with the re-
sults predicted by the initial model and the updated version~vari-
able discharge coefficient in the lateral branch and flow speed in
the volume!. The value ofK used in this case is 0.95. This value

is defined to adjust the modeled predictions to the experimental
measurements in the angular period of the crank angle where the
reflected pulse in the active branch and the emptying of the lateral
branch are important.

The improvement of the agreement is important. In the junction
without reed, the reflected pulse is more realistic due to the con-
sideration of the speed in the volume. This reduces the superpo-
sition pressure level close to the measured results. In the pulse
transmitted to the lateral branch the variable discharge coefficient
and the lower static pressure in the volume, reduce the pulse trans-
mitted to a value close to the experimental results.

In the junction with reed, the comments are similar~Fig. 15!. It
is important to note how the modeled overpressure wave traveling
upstream in the active branch is now very much in line with the
experimental results. The improvement of modeling in these two
junctions with a much different geometry shows the validity of the
characterization procedure and the proposed model.

Fig. 13 Lateral branch discharge coefficient

Fig. 14 Experimental and modeled pressure. Junction without
reed

Fig. 15 Experimental and modeled pressure. Junction with
reed
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The implementation of that junction boundary condition in the
one-dimensional engine model allows a better evaluation of the
dynamics established in the engine, manifold length and junctions.
Tuning conditions and effects can be predicted and analyzed.

Conclusions

• The proposed method is able to characterize the flow dynam-
ics in an exhaust junction. The objective is the identification of the
influence of the junction geometry on its dynamic behavior.

• The method has been applied to a ‘‘Y’’ junction. The influ-
ence of a reed in the junction section on the reflected wave up-
stream of the active branch and the energy transmitted to the
lateral branch have been determined.

• The directional effect in the lateral branch can be quantified
by a variable discharge coefficient, function of the velocity of the
flow in the active branch.

• The results have been used to improve the junction modeling
in a one-dimensional gas dynamic model. The agreement of the
predicted results with the experimental measurements has largely
improved.
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Nomenclature

A 5 pipe cross-section area~m2!
L 5 length ~m!
M 5 mach number~2!
P 5 pressure ratio~2!
T 5 temperature~K!
a 5 speed of sound~m/s!
ṁ 5 mass flow rate~kg/s!
p 5 static pressure~Pa!
t 5 time ~s!
u 5 velocity ~m/s!
g 5 ratio of specific heats~2!
r 5 density~kg/m3!

Subscripts

0 5 related to stagnation conditions
r 5 reflected
i 5 incident
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An Investigation of a Cause of
Backfire and Its Control Due to
Crevice Volumes in a Hydrogen
Fueled Engine
To understand the occurrence of backfire in hydrogen fueled engines using an external
(inducted) fuel supply, a fundamental study was completed using a modified experimental
engine. A relation was found between the crevice volume in the combustion chamber and
the occurrence of backfire. The results showed that the crevice around the spark plug
electrode was not a major cause of backfire, but the combustion state of the mixture in the
piston top land crevice, second land, and ring groove did have a direct affect on backfire
occurrence. By increasing the top land crevice volume and the amount of blow-by gas, the
equivalence ratio before backfire occurred was extended.@DOI: 10.1115/1.1339985#

Introduction
Advantages of hydrogen-fueled engines include potentially low

emissions and the use of nonpetroleum fuel@1#. Hydrogen fueled
engines may be divided according to the fuel supply method into
external~inducted! fuel mixture and direct-cylinder fuel injection
@2#. The use of an external fuel mixture has the advantages of high
thermal efficiency, simplicity, and avoidance of a high pressure
fuel injection system@3#. So this version is relatively more fea-
sible to put into practice than that of direct-cylinder fuel injection
with its complex injection system. The use of an external fuel
mixture, however, has the tendency to be susceptible to backfire
under certain conditions@4#. To increase the feasibility of a hy-
drogen engine using external mixture and dual injection which is
being investigated by the authors@5#, it is necessary to control
backfire occurrence.

The backfire phenomenon in engines is generally attributed to a
fresh mixture in the cylinder being ignited while the intake valve
is open, and before the normal combustion event. This flame then
may flow ‘‘backwards’’ into the intake manifold during the intake
process. The cause of the ignition is often attributed to an ignition
source in the cylinder such as hot spots similar to that of the
gasoline engine@6#. This possibility would be expected to occur
during high temperature engine operation. But in fact, the backfire
in hydrogen fueled engines frequently happens during idling or
cold start conditions@7#.

Since hydrogen fuel has ultralean limits of flammability and
short quenching distances@8#, hydrogen may be expected to burn
very slowly in small and narrow volumes where other fuels such
as gasoline may not be able to burn@9#. One possible cause of
backfire, consequently, is that the hydrogen–air mixture could be
burning slowly in the crevice volumes of an engine~such as the
crevice volumes between the piston and cylinder and around the
spark plug!, and this slow burning could continue up to and during
the intake process@10#. During the intake process, the hot burning
gases could flow out of the crevice volumes and ignite the intake
charge thus causing backfire. The observations of backfire during
idling and cold start conditions, therefore, can be explained.

The major objective of this study is to examine this possibility.
For this purpose, a systematic study using a modified, experimen-
tal hydrogen fueled engine was conducted that included artificial

and actual crevice volumes. An artificial crevice was installed in
the cylinder head~described below!. In addition, the effect of the
actual spark plug and piston–cylinder crevices in the engine on
the occurrence of backfire was determined. Finally, the possibility
of expansion of the equivalence ratio before backfire occurred is
investigated in detail for the size of the piston top land crevice
volume and by increasing the amount of blow-by gas.

Experimental Apparatus and Method

Experimental Apparatus. Figure 1 is a photograph of the
experimental hydrogen fueled engine using an external fuel mix-
ture. A single-cylinder, 433 cc, gasoline engine with a 5:1 com-
pression ratio was modified to operate on hydrogen fuel. The hy-
drogen supply pipe~5 mm in diameter! was installed in the intake
pipe which replaced the gasoline fuel supply system. The location
for the hydrogen supply is 43 mm from the center of the intake
valve stem. The cylinder head and the cylinder block were modi-
fied with a special water cooling system.

The spark ignition system was of some concern. Since hydro-
gen has a low flame ion density at spark ignition, residual electric
energy may exist in the ignition coil@11#. In case this residual
energy discharges abnormally during the intake process, this
could cause backfire. To avoid this possibility, a full transistor
type ignition system, with the secondary coil connected to earth,
was used to eliminate any abnormal discharging.

Figure 2 shows a schematic diagram of the experimental appa-
ratus which includes the hydrogen engine, dynamometer, hydro-

Contributed by the Internal Combustion Engine Division of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division, July 11, 2000; final revision received by the ASME Headquarters,
Nov. 15, 2000. Associate Editor: D. Assanis. Fig. 1 Photograph of the hydrogen fueled engine
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gen gas supply system, intake and exhaust systems, cooling de-
vice, and data acquisition system. Hydrogen gas, obtained from a
high pressure~12 MPa! tank, is decompressed to 150 kPa by high
and low pressure regulators, and flows continuously into the in-
take pipe. The hydrogen fuel and air flow rates were measured by
thermal type mass flow meters and by an orifice flow meter in-
stalled in front of surge tank. To control the mass of blow-by gas,
a vacuum pump and control valve were connected with a blow-by
gas outlet on the crank case.

The coolant was supplied to the cylinder head and block sepa-
rately. The amount of coolant flow was controlled by a propor-
tional control type solenoid valve installed at the coolant passage
outlet. For measuring the cylinder gas pressure and the fluctuating
pressure in the intake pipe, piezo type pressure transducers were
inserted in the cylinder head and the intake pipe. Measured data
were stored in a data recorder and calculations were completed
with a personal computer.

Experimental Method. The experiment was to measure the
fuel–air equivalence ratio when backfire occurs. This was done by
increasing the equivalence ratio until backfire was detected by
sound and by the indication from the intake system pressure. The
equivalence ratio that permitted normal engine operation just be-
fore backfire occurs is called the backfire limit~BFL! equivalence
ratio. The BFL equivalence ratio was determined as a function of
a number of engine design variables. These variables included the
volume of the artificial crevice installed in the cylinder head, the

crevice of the spark plug, the crevice volume between the piston
and cylinder liner in the base engine, and the amount of blow-by
gas.

Figure 3 shows the location and detail of the artificial crevice
installed in the cylinder head. The crevice has a cylindrical shape
with a 10 mm diameter and its depth is changeable using the
crevice volume control plug. The depth of the crevices studied
were 0~no crevice!, 3 mm, and 6 mm. These dimensions result in
crevice volumes of 0, 236, and 471 mm3, respectively.

The actual crevices in the combustion chamber are due to the
volumes around the spark plug, between the piston and cylinder
liner, and due to the head gasket cutout. The spark plug was fitted
to the cylinder head surface to eliminate the effect due to the spark
plug threads. The effect of the spark plug crevice due to the space
around the plug center electrode, however, is examined. For cer-
tain cases of a spark plug with no crevice volume, the space
between the center electrode and threads is filled with a ceramic
bond material.

The crevice between the piston and the cylinder liner includes
the crevice of the piston land and of the ring groove. The size of
top-land crevice volume is the most important since this volume is
the largest among these spaces, and the mixtures in these regions
are expected to flow back into the cylinder first. To study this
aspect, the size of this volume was varied. Figure 4~a! and Table
1 show the dimension and the size of these crevice volumes for
each piston. As shown, these crevice volumes are associated with
the base piston, and modified pistons with distances between the
piston top land and the cylinder wall of 0.9, 1.4, and 1.9 mm. A
fifth configuration was a piston with an additional ring at the top
land. A sixth configuration was a piston with a rounded top land.
These pistons are called conventional, A, B, C, ring-added and
rounded types, respectively. For these cases, the constant com-
pression ratio was used in order to avoid the compression ratio
effect on combustion.

The head gasket cut out crevice and the piston crevice are so
close that they interact with each other. So for purposes of this
work, the crevice due to the head gasket was eliminated by using
a head gasket fitted to the cylinder head.

The amount of blow-by gas was changed by decreasing the
pressure in the crank case. The pressure in the crank case is de-
creased from 0 mm of Hg to2500 mm of Hg by increments of
100 mm of Hg using a vacuum pump. In this portion of the study,

Fig. 2 Schematic diagram of the experimental apparatus

Fig. 3 The location and detail of the artificial crevice volume
installed in the cylinder head

Fig. 4 Schematic of the piston geometries

Table 1 The size of each piston

Top land clearance
~mm!

Crevice volume
~mm3!

Conventional 0.4 900.7
A piston 0.9 2015.3
B piston 1.4 3117.4
C piston 1.9 4206.9
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three types of pistons were examined: the conventional piston, a
piston without the second ring, and a piston with blow-by gas
drain holes. To restrict the burning gas in second land and ring
groove crevice volume flowing back into cylinder, the blow-by
gas drain used 12 holes~2 mm diameter! located at the second
ring groove as shown in Fig. 4~b!.

The coolant temperature was varied from 90 to 40°C in this
experiment. Engine speed and spark timing are fixed at 1600 rpm
and minimum spark advance for best torque~MBT!, respectively.

Results and Discussion

The Effect of the Artificial Crevices. Figure 5 shows the
BFL equivalence ratio as a function of the size of the artificial
crevice installed in the cylinder head for a coolant temperature of
50°C. As mentioned above, the BFL equivalence ratio is defined
as the equivalence ratio that permitted normal engine operation
just before backfire occurs. As shown in this figure, the BFL
equivalence ratio decreases as the crevice volume increases. For
this low coolant temperature, a hot spot is not expected to form.
These results, therefore, mean that the crevice volume affects
backfire occurrence. An obvious explanation is that the fresh mix-
ture inducted during the intake process mixes with the hot gases
exiting the crevice volume and this causes the backfire as was
mentioned previously.

The quenching distance of the mixture in the crevice volume,
which affects the occurrence of backfire, depends on the crevice
wall temperature, and the crevice wall temperature is a function of
the coolant temperature. Figure 6 shows the BFL equivalence ra-
tio as a function of the coolant temperature for the three crevice
volumes. For the case of no crevice volume, the BFL equivalence
ratio decreases with increasing coolant temperature as is well
known. For the 3 mm depth crevice, the BFL equivalence ratio
decreased slightly with increasing coolant temperature. But for the
6 mm depth crevice, the BFL equivalence ratio increased with
increasing coolant temperature. As the coolant temperature in-
creases, the unburned mixture temperature increases and quench-
ing distance decreases. These conditions affect the combustion
state of the mixture in the crevice volume. For the 6 mm depth
crevice, therefore, a possible reason for the slight differences of
the BFL equivalence ratio between 70 and 90°C is explained
by the fact that the difference of the combustion state in the
crevice volume decreases gradually with the increase of coolant
temperature.

Considering the above results, it is expected that the BFL
equivalence ratio in cases with and without crevice volumes is

similar under high coolant temperature. For the higher coolant
temperatures, Fig. 6 shows that the BFL equivalence ratio in-
creases with increasing crevice volume. The mixture leaving the
crevice may be regarded as a jet flame injected from the crevice
volume into the combustion chamber, like an auxiliary combus-
tion chamber or torch combustion.

The BFL equivalence ratio for the 6 mm depth crevice~471.2
mm3! is roughly lower by about 8.5 percent at 50°C, and higher
by about 8 percent at 90°C than those for the case with no crevice
volume.

From the above results, it was found that the existence of a
crevice volume and the size of that volume may affect backfire
occurrence. Based on these facts, the effect of the actual crevice
volumes in the engine was investigated next.

The Effect of Actual Crevices

Spark Plug Crevice. Figure 7 shows the BFL equivalence ra-
tio for the cases with and without a crevice volume around the
spark plug center electrode. In this case, the conventional type of
piston was used. The figure shows that the BFL equivalence ratio
is not too dependent on this clearance volume for either coolant
temperature. As is well known, the spark plug is exposed to hot
burned gas for a long time. This results in any unburned mixture
around the spark plug center electrode burning out quickly before
the intake process. This may account for the reason why the effect
of the crevice around the spark plug is not too important. Since
the difference of the BFL equivalence ratio is slight although the
coolant temperature is as cold at 50°C, it is likely that the crevice
volume around the spark plug does not contribute to backfire
occurrence.

Piston Top Land Crevice.Figure 8 shows the BFL equiva-
lence ratio as a function of the top land crevice volume for a
coolant temperature of 60°C. As the crevice volume increases, the
BFL equivalence ratio increases. This indicates that the crevice
volume of the piston top land contributes to backfire occurrence.
The heat loss from the mixture in the crevice volume to the piston
and cylinder wall surfaces decreases as the distance between the
piston top land and cylinder wall increases. This heat loss and the
related temperature change will affect the combustion tendency of
the mixture in these regions. One explanation for the above re-
sults, therefore, may be this secondary effect of a change in the
ignition characteristics of the escaping mixture.

Also, Fig. 8 indicates that the increasing rate of the BFL
equivalence ratio is not necessarily linear with increasing crevice

Fig. 5 The BFL equivalence ratio for each artificial crevice
volume

Fig. 6 The BFL equivalence ratio as a function of coolant tem-
perature for artificial crevice size
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volume. That is, the BFL equivalence ratio increases more for the
increase to the B piston, but then increases less for the increase to
the C piston. This means that increasing the crevice volume has a
limitation for increasing the BFL equivalence ratio.

The top land crevice clearance of the C piston is 1.9 mm. This
distance is much wider than the quenching distance of hydrogen
so that the mixture in these spaces might burn rapidly. But, con-
sidering that the BFL equivalence ratio does not increase more
than a certain extent, it is possible that the cause of backfire exists
at another place. Regarding this, the effect of the mixture in the
piston second land and ring groove was studied. Although the
mass of the mixture in this small volume is low, some of this
mixture will flow back into the cylinder during or up to the ex-
pansion and the exhaust processes@12#. Since the mixture in these
spaces cannot burn out thoroughly in spite of the increase of the
top land crevice volume, it could be a cause of backfire occur-
rence. If this assumption is valid, then the lower the coolant tem-
perature is, the more the BFL equivalence ratio will increase.
Temperatures in the vicinity of the second land and the ring
groove space depend on that of the combustion chamber, which in
turn is influenced by the coolant temperature.

To verify these tendencies, the BFL equivalence ratio was in-
vestigated as a function of coolant temperature for the C piston
with the largest crevice volume. Figure 9 shows that the BFL
equivalence ratio increases as the coolant temperature decreases.
As mentioned above, the coolant temperature changes the condi-
tions in the combustion chamber, and affects the quenching dis-
tance of the hydrogen. Since the clearance of the second land and
the ring groove was not modified, the noted tendency of the in-
crease of the BFL equivalence ratio with decreasing coolant tem-
perature may be caused by changes in the quenching distances.

From the above results, it was found that the mixture in the
second land and the ring groove as well as the top land affect
backfire occurrence.

Expansion of BFL Equivalence Ratio

Changes to the Piston Crevice Volume.Figure 10 shows the
BFL equivalence ratio as a function of the crevice volume of the
piston top land for five coolant temperatures. The BFL equiva-
lence ratio increases with the increase of the crevice volume, and
it increases as the coolant temperature decreases. On average, the
BFL equivalence ratio increases 5.7 percent as the size of the
crevice volume increases about 4.7 times larger than the conven-
tional condition. The BFL equivalence ratio is higher by about 1.7

Fig. 7 The BFL equivalence ratio with and without crevice vol-
umes around the spark plug for two coolant temperatures

Fig. 8 The BFL equivalence ratio as a function of the crevice
volume for a coolant temperature of 60°C

Fig. 9 The BFL equivalence ratio as a function of coolant tem-
perature for the type C piston

Fig. 10 The BFL equivalence ratio as a function of the piston
top land crevice volume for four coolant temperatures
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or 3.6 percent than the above case, when the coolant temperature
decrease from 80 to 70°C or 60°C for each piston.

If the crevice volume of the piston top land affects the backfire
occurrence, a method for controlling backfire may be to remove
these volumes as much as possible. To examine this case, the BFL
equivalence ratio was determined for the piston with the rounded
top, and for the ring-added piston~designs which minimize the
top clearance volume!. For the ring-added piston, an additional
ring is inserted into the upper top land to minimize the size of
top-land crevice volume and to prevent possible mixture flowing
into these spaces. Figure 11 shows the results that compare the
BFL equivalence ratio for these two pistons with the conventional
and the C pistons. The BFL equivalence ratio for the rounded,
ring-added type and C piston are nearly the same and all three
have BFL equivalence ratios that are remarkably higher than the
BFL equivalence ratio of the conventional piston.

Since the top land crevices for the rounded and ring-added type
pistons are minimized as much as possible, it is unlikely that the
mixture in the top land crevice is burned slowly. The results of
these three kinds of pistons indicate some possibilities to control
backfire are to reconfirm that the mixture in the second land and
the ring groove crevice can affect backfire occurrence.

Increase the Amount of Blow-By Gas for Preventing
Back Flow. A portion of cylinder gas flows into the second land
and the ring groove, and then back into the cylinder or into the
crank case depending on the cylinder pressure. It is difficult for
the mixture in these regions to burn out wholly. But by increasing
the amount of blow-by gas, these mixtures may be prevented from
flowing back into the cylinder.

The amount of blow-by gas increases due to the clearance be-
tween the piston ring and cylinder liner and due to the passage
between the piston ring and the ring groove. The former has the
sealing effect by the oil film. The latter has a very short opening
time, since it is opened instantaneously by the inertia force of the
ring at top dead center~TDC! or bottom dead center~BDC!. For
these reasons, it is expected that the amount of blow-by gas does
not increase, even though the pressure in the crank case decreases.
This is confirmed by examining the cylinder pressures for varying
crank case pressure as shown in Fig. 12.

To understand the effect of increasing blow-by gas, the BFL
equivalence ratio as a function of the crank case pressure is shown
in Fig. 13 for the case with the rounded type piston~which mini-
mizes the effect of the top land crevice volume!. As shown, the
BFL equivalence ratio is essentially constant in spite of the

change of pressure in the crank case. This result confirms that the
amount of blow-by gas is not increased even though the crank
case pressure is decreased, as mentioned above.

To further study the blow-by gas effect, a case was completed
where the second ring was removed. Figure 14 shows the BFL
equivalence ratio and maximum cylinder pressure as a function of
crank case pressure for this case. It follows from the slight de-
crease of the maximum in-cylinder pressure that the amount of
blow-by gas is effected by the method of removing the second
ring. The BFL equivalence ratio increases gradually and then de-
creases slightly with decrease of in-crank case pressure. It may be
explained by the fact that back flow of hot burning gas from the
second land and the ring groove is prevented by the increased
flow of the blow-by gas. On the other hand, the amount of hot gas
induced into these regions is also increased as the pressure in the
crank case decreases. So the mixture quenched by the cooling
effect of the piston and cylinder liner can be burned rather slowly.
If a portion of these mixtures flows back to the cylinder, the
possibility of backfire occurrence becomes higher. The tendency
for decrease of the BFL equivalence ratio may be explained by
these reasons.

These observations suggested another experiment. For this
case, drain holes are installed at the second ring groove as illus-

Fig. 11 A comparison of the BFL equivalence ratio for the four
piston types

Fig. 12 The cylinder pressure as a function of crank angle for
the rounded piston top for six crank case pressures

Fig. 13 The BFL equivalence ratio as a function of the crank
case pressure for the piston with the rounded
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trated in Fig. 4~b!. Figure 15 shows the BFL equivalence ratio and
maximum in-cylinder gas pressure for this case. The decrease of
maximum in-cylinder gas pressure indicates an increase of
blow-by gas. The BFL equivalence ratio increases as the pressure
in the crank case is decreased by 200 mm Hg. The BFL equiva-
lence ratio increases by 11 percent compared to the conventional
piston under the above conditions although this is not a practical
approach.

Further decreases of the crank case pressure did not increase the
BFL equivalence ratio any further. It may be that the increasing
method of the amount of blow-by gas with drain hole has a limit
to prevent mixture in these regions from flowing back instanta-
neously, or there is another cause of backfire occurrence.

It is also possible that the BFL equivalence ratio increases by
the decrease of combustion chamber surface temperature due to
the reduction of heat release, which is caused by the increasing
amount of blow-by gas. To examine these possibilities, the heat
release for the rounded piston with drain hole is compared to the
conventional piston. Figure 16 shows the rate of heat release as a
function of crank angle for the two cases. The BFL equivalence
ratio for the rounded and conventional pistons aref50.88 and
f50.81, respectively. The heat release rate for the case with the

rounded piston is larger than for the case with the conventional
piston due to the increase of the supplied energy by the higher
BFL equivalence ratio, even though the amount of blow-by gas is
increased.

Judging from the above, it might be thought that the expansion
of the BFL equivalence ratio with the increase of blow-by gas is
caused mainly by the extraction of mixture existing in the piston
crevice volume than the decrease of supplied energy.

Summary and Conclusions
An investigation was conducted to determine the cause of back-

fire in hydrogen fueled engines which use external mixture pre-
sentation. An experimental engine was modified to isolate the
importance of crevice regions on causing backfire. Crevice re-
gions were expected to be important since hydrogen–air mixtures
could burn slowly in these small regions and this burning could
continue up to and during the intake process. During the intake
process, the hot burning gases could flow out of the crevice vol-
umes and ignite the intake charge thus causing backfire. The ob-
servations of backfire during idling and cold start conditions,
therefore, can be explained.

The experiments conducted included the use of an artificial
crevice region which was installed in the cylinder head to examine
this effect. The results of this experiment demonstrated the impor-
tance of crevice volumes on causing backfire.

For the actual crevices in the engine, it was found that the
crevice around the spark plug electrode did not appear to cause
backfire, but the crevice of the piston top land remarkably affected
the occurrence of backfire. It was also found that the crevices of
the second land and the ring groove may be related to backfire
occurrence.

The BFL equivalence ratio was increased about 5.7 percent
compared to the conventional piston by increasing the piston top
land crevice, and it was increased by about 11 percent by increas-
ing the blow-by, which minimized the flow of hot gases from the
ring pack to the cylinder, although this is not a practical approach.

In summary, this study has shown that the occurrence of back-
fire can be related to piston–cylinder crevices. By careful design
of the crevice regions such as minimizing the piston crevice vol-
ume, it is expected that the occurrence of backfire could be con-
trolled. Further detailed work will be needed to quantify these
effects.

Fig. 14 The BFL equivalence ratio and the maximum cylinder
pressure as a function of the crank case pressure for the case
where the second ring is removed

Fig. 15 The BFL equivalence ratio and maximum cylinder
pressure as a function of crank case pressure for the case us-
ing the piston with drain holes for the blow-by gas

Fig. 16 The rate of heat release for the cases with the rounded
piston with drain hole „fBFLÄ0.88… and for the conventional
piston „fBFLÄ0.81…
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Experimental Study of a
Hydrogen-Fueled Engine
The Laboratory of Transport Technology (Ghent University) converted a GM/Crusader
V-8 engine for hydrogen use. The engine is intended for the propulsion of a midsize
hydrogen city bus for public demonstration. For a complete control of the combustion
process and to increase the resistance to backfire (explosion of the air–fuel mixture in the
intake manifold), a sequential timed multipoint injection of hydrogen and an electronic
management system is chosen. The results as a function of the engine parameters (ignition
timing, injection timing and duration, injection pressure) are given. Special focus is given
to topics related to the use of hydrogen as a fuel: ignition characteristics (importance of
electrode distance), quality of the lubricating oil (crankcase gases with high contents of
hydrogen), oxygen sensors (very lean operating conditions), and noise reduction (con-
figuration and length of intake pipes). The advantages and disadvantages of a power
regulation only by the air-to-fuel ratio (as for diesel engines) against a throttle regulation
(normal gasoline or gas regulation) are examined. Finally, the goals of the development
of the engine are reached: power output of 90 kW, torque of 300 Nm, extremely low
emission levels, and backfire-safe operation.@DOI: 10.1115/1.1339989#

Introduction
Hydrogen is seen as one of the important energy vectors of the

next century. Hydrogen as a renewable energy source provides the
potential for a sustainable development particularly in the trans-
portation sector. Hydrogen-driven vehicles reduce both local as
well as global emissions.

Hydrogen-fueled engines are known for many advantages,
among which is the very low concentration of pollutants in the
exhaust gases compared to internal combustion engines using tra-
ditional or other alternative fuels. Further on, because of the wide
flammability limits and the high flame propagation speed of hy-
drogen, a hydrogen-fueled engine is capable of very lean combus-
tion ~up to air-to-fuel ratios of 5!.

To be able to run a hydrogen engine, the mixture formation of
air and hydrogen does not need precise control@1#. Consequently,
simple systems such as an external mixture system with a gas
carburettor~venturi type! can be used for the fuel supply. Such a
system is first implemented on the tested engine. However, a com-
plete control of the combustion process is only possible with an
injection system and an electronic control unit~electronic man-
agement system!, as used for all new gasoline and diesel engines.
Therefore, the carburettor is discarded to be replaced by a low-
pressure gas injection system in the intake manifold, allowing
multi-point sequential injection of the gaseous hydrogen fuel in
each intake port just before the inlet valve.

Such an injection system, as applied to liquid fuels~gasoline,
liquid LPG, . . .!, has several advantages including the possibility
to tune the air fuel ratio of each cylinder to a well-defined value,
increased power output, and decreased cyclic variation of the
combustion process in the cylinders. Timed injection also has an
additional benefit for a hydrogen-fueled engine, as it imparts a
better resistance to backfire. All these advantages are well known
@2–5#.

The disadvantage of low-pressure sequential gas injection is the
low density of the gas. For smaller engines running at high speeds
~traction application!, the injectors have to deliver a high volume
of gas in a very short time. Other problems may arise with the
durability of the injectors and possible leaks.

In the period 1993–1995, different types of electromagnetic gas
injectors were tested in detail@6,7#. Leakage, unequal response
time ~opening delay!, and low durability were the main shortcom-
ings. In the mean time, the research on gaseous injection systems
~natural gas, LPG, . . .! has increased enormously by the special-
ized companies.

As mentioned earlier, sequential timed injection increases the
resistance to backfire~explosion of the air–fuel mixture in the
intake manifold!. In nearly all cases, backfire-safe operation im-
poses a limitation of the operation region of the air–fuel mixture
on the ‘‘rich’’ side, thus for high load conditions. This restriction
is decreased by the use of a multi-point sequential injection sys-
tem. Direct injection in the combustion chamber, cryogenic stor-
age~LH2 tank!, and pump is even better, but not technically avail-
able for mass production@8#.

Description of the Test Rig

Engine. A GM 454 spark-ignited engine~commonly known
as the Chevrolet ‘‘Big Block’’! is adapted to gaseous fuels.
The engine specifications are

• 8 cylinders in V
• bore: 107.95 mm
• stroke: 101.60 mm
• swept volume: 7.41~454 in3!
• compression ratio: 8.5:1
• engine speed: 750–4000 rpm
• ignition sequence: 18436572
• EVO 93° c.a. before BDC
• EVC 62° c.a. after TDC
• IVO 42° c.a. before TDC
• IVC 95° c.a. after BDC

The engine is connected to a water~Froude! brake.

The Fuel Supply System. As mentioned, the engine is first
equipped with a gas carburettor. This gas carburettor allows test-
ing with different fuels: pure hydrogen, natural gas, and hythane
~a mixture of hydrogen and natural gas! @9#. The fuel supply sys-
tem with mass flow meter, mass flow controller, and control unit
allows experimenting with natural gas/hydrogen mixtures in vari-
able proportion, regulated independently of the engine operating
conditions.
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A multi-point sequential injection system is then implemented
to take advantage of its controlling possibilities. The fuel is sup-
plied from steel bottles with compressed hydrogen at 200 bar.
After a pressure-reducing valve that expands the hydrogen to a
pressure of about 3 bar, the hydrogen is admitted to a common rail
system. From the common rail, eight tubes deliver the hydrogen to
the eight individual injectors.

The injectors are prototypes, originally developed for use with
natural gas~further information cannot be given at this time due to
trade secret!. In idling conditions, problems arose with deviations
in injection duration between the individual injectors. This is due
to the small reproducibility of the injection durations applied dur-
ing idle run ~of the order of 3 ms!. New injectors are mounted
with a shorter length of stroke to ensure good reproducibility with
these short injection durations. Second, the injector needle cone
angle is made more obtuse, to allow a greater fuel flow for a
smaller lift of the injector needle.

Each cylinder has a short intake runner~no common intake
manifold!, and the injector is located at 12 cm from the cylinder
head at an angle of 45°. This location and angle is studied with a
CFD code to optimize the mixing of the hydrogen with air. Figure
1 gives a view of the installation of the injectors.

Apparatus. The engine is fully equipped with the usual sen-
sors. The measurement/control signals are read and controlled by
a PLC system~programmable logic controller!. This system moni-
tors engine speed, oil and coolant temperature, exhaust gas tem-
peratures, etc., and shuts down the engine when necessary~by
cutting off the hydrogen supply!. All values are visible on a com-
puter screen and can be stored in a Microsoft Excel worksheet.

The exhaust temperature and exhaust gas composition can be
measured at the exhaust of each cylinder and at the end of each
bank~V engine!. Two oxygen sensors are installed at the common
exhaust pipe of each bank, which allows an immediate reading of
the air-to-fuel ratio of each bank. The oxygen sensors together
with the exhaust temperatures give the possibility to check differ-
ences in mixture richness between the cylinders.

The exhaust gas components are measured with the following
methods of measurement: CO–CO2–NO–NO2 ~Multor 610, non-
dipersive infrared!; O2 ~Servomex model OA 1100, paramag-
netic!; HC ~Signal model 3000, flame ionization!; and H2 ~Ther-
mor 615, thermal conduction!.

A high-pressure transducer~type AVL QC32! is located in one

cylinder head~mounted flush with the combustion chamber wall
of cylinder 1! giving in-cylinder pressure measurements, used for
the calculation of, e.g., heat release analysis.

Experimental Program
An extensive test program is set up in different steps:
Step 1. Adaptation of the engine for hydrogen fuel with a car-

buretted fuel preparation system.
Step 2. For this carburetted version examination of variable

compositions of hydrogen-natural gas mixtures~hythane! to ob-
tain an increased engine efficiency and decreased emissions.

Step 3. The installation of a hydrogen timed injection system.
Tests have to point out if the injection system is reliable and
produces sufficient power and torque for traction applications,
without backfire occurrence.

Step 4. Optimization of the intake manifold, the injection char-
acteristics~pressure, timing!, and the management system for the
whole speed-load range of the engine.

The tests with the gas carburettor~venturitype mixing! are com-
pletely finished~step 1!. The results on the effects of the use of
hythane, step 2, were presented by Sierens and Rosseel@9#. The
most important conclusions were as follows.

• For hythane with a low hydrogen content~up to 20 percent!,
a limited improvement in emissions can be obtained.

• Because of conflicting requirements for low hydrocarbon and
low NOx emissions, extremely low emissions are not possible
without aftertreatment: to reduce hydrocarbon emission,l must
be less than 1.3, while for low NOx emission,l must be at least
1.5.

• For lower bmep, high efficiency can be achieved by increas-
ing the hydrogen content and thus avoiding throttling losses. At
the same time, unburned hydrocarbon emissions are minimized,
while ~for lean mixtures! NOx emissions stay limited. This means
that for optimal results the composition of the fuel should depend
on the load.

The first results with the multi-point sequential injection system,
step 3, are already given by Sierens@10#. This paper now gives
part of the optimization of the engine parameters, step 4, and
some problems arising from the use of hydrogen as a fuel in
internal combustion engines. Further optimization is in progress.

Optimization of the Engine Parameters
One of the main problems in running a hydrogen-fueled engine

is backfire. Backfire occurs when the air–fuel mixture ignites be-
fore IVC, with subsequent explosion in the intake manifold. This
is caused by hot spots in the combustion chamber~residual gases,
surface deposits, valves, . . .!. To avoid backfire, the engine is
run with a lean mixture. Several tests have shown that with an
air-to-fuel ratiol of 2, backfire-safe operation is obtained@11#.
But with such lean mixtures, the power output of the engine de-
creases@2#. As the engine has to be built in a city bus, a power
output of 90 kW and a torque of 300 Nm are the minimum con-
ditions.

The main objective of the optimization, step 4, is thus to obtain
maximum engine torque and power over the whole of the speed
range ~750–4000 rpm!. This optimization is done with a fixed
air-to-fuel ratiol of 2. Figure 2 shows the power output~kW! and
torque~Nm! for the speed range withl52 and the ignition timing
~IT! set to 20° c.a. BTDC. Figure 3 shows the corresponding
brake mean effective pressures~bmep! and brake specific fuel
consumptions~bsfc!.

These are the initial and starting settings of the engine, which
were the results of the third step in the experimental program. For
comparison, these figures also show the results with the carburet-
ted fuel mixing system~results of first step!. The increase of the
power output and torque for the injection version is mainly due to
the better filling of the engine. These tests are done with wide

Fig. 1 Injection system setup
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open throttle~WOT!. For part load conditions the mixture is set
leaner and leaner~l55 is possible!, as is done for diesel regula-
tions, except for idling conditions.

Another possible optimization strategy is towards minimum ex-
haust gas pollution~second part of step 4!. Although a hydrogen
engine naturally is a very low emission engine, problems arose
with the amount of unburned hydrogen in the exhaust gases dur-
ing idle run, as will be discussed later. The possible optimization
of this emission is currently being researched.

The main engine parameters suitable for optimization are the
ignition timing, the injection pressure, the injection timing, and
the injection duration.

When the injection pressure is raised, the power output will rise
due to the higher amount of hydrogen in the engine~if injection
durations are fixed!. However, the possibilities of variations in
injection pressure are limited according to the chosen means of

storage of the hydrogen. When the hydrogen is stored in liquid
form, the pressure in the cryogenic tanks is restricted. For this
reason, a constant injection pressure of 3 bar was respected. In
case of gaseous storage in pressurized form, it would be possible
to vary the injection pressure according to the desired power out-
put ~but keeping the limitations of the air-to-fuel ratiol52!.

The control scheme of the motor management system is given
in the Appendix. The various parts are examined in the following
paragraphs.

Ignition Timing. The ignition advance is normally set to the
minimum value for best torque~MBT timing!. This is the com-
promise between a high power output~necessary due to the losses
in volumetric efficiency! and a minimum ignition advance to de-
crease NOx values. For the basic parameter setting~n
53500 rpm, full load!, as an example, the influence of the igni-
tion timing on the torque output is given in Fig. 4.

For lean mixtures~low loads and speeds!, the optimum ignition
timing is early, up to 50° ca BTDC~power cycle!. The engine
load is the main influence. For high loads and speeds~maximum
power output! the optimum ignition timing is about 20° BTDC.
This is shown in Fig. 5, with the ignition timing~in ° ca BTDC! as
a function of engine load~with the engine load proportional to the
reading of a simulated MAP sensor, where 0 mbar represents idle
conditions and 2000 mbar represents full power! and engine
speed.

The efficiency of a hydrogen-fueled engine is very dependent
on an optimally adjusted ignition timing as a function of the rich-
ness of the mixture~i.e., the load, as mentioned above!.

Fig. 2 Power and torque output

Fig. 3 Bmep and Bsfc

Fig. 4 Torque and NO x emission versus IT

Fig. 5 Ignition map

Journal of Engineering for Gas Turbines and Power JANUARY 2001, Vol. 123 Õ 213

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Figure 5 clearly shows that the influence of the load is much
more important than the engine speed.

Even with this MBT timing the exhaust gases are very clean.
The only noxious exhaust emission to consider for a hydrogen
engine is NOx . As an example, the influence of the ignition tim-
ing on the NOx emissions for the conditions of Fig. 4~l52, n
53500 rpm! is a minimum measured NOx emission of 32 ppm for
an ignition timing of 15.8° BTDC and a maximum of 329 ppm for
the ignition timing of 29.8° BTDC. The maximum NOx emission
over the whole speed-load region was found to be about 750 ppm,
occurring at a low speed, high load setting~1000 rpm, with a
torque of 256 Nm!. An adequate strategy for NOx management is
thus the use of MBT timing and a minimum air-to-fuel ratio of 2.

Injection Duration. The engine is operated as a diesel en-
gine: it is a spark-ignited engine but load variations are captured
through variations in the richness of the hydrogen–air mixture. As
a consequence, the injection duration~in degrees crank angle! is
proportional to the engine load. Thus, in idling conditions, injec-
tion durations of about 3 ms are required, corresponding to 13.5
degrees c.a. with an engine speed of 750 rpm. Under high load
conditions, injection durations of up to 14 ms and more are ap-
plied, corresponding to 315 degrees c.a. with an engine speed of
3750 rpm. For comparison, the inlet valve opening time is 317
degrees c.a. A more stable idle run is reached by programming a
longer injection duration when the engine speed drops below the
idle speed~which allows the engine to speed up to the idle speed
again! ~see Fig. 6!.

Injection Timing. This parameter has a great impact in the
lower range of engine loads and speeds. In this region, differences
in power output, by varying the injection timing, of up to 20
percent are no exception. All optimum injections start at or before
TDC ~gas exchange!, Fig. 7, and should be advanced with speed
increase. For example, during idling conditions~low speed! the
injection starts at TDC and in high speed conditions the injection
timing is advanced up to 105° c.a. BTDC~thus before the inlet
valve opens, because of the time needed for the fuel to travel from
the injector to the inlet valve, as a consequence the injection ends
well before the inlet valve closes!. In the higher range of engine
loads and speeds, the differences in power output are still notice-
able, but minimal. All injections should end before the inlet valve
closes~95° c.a. after BDC!.

Trims. The control system~motor management! allows cor-
rections on the values for ignition timing and injection timing and
duration as fixed in the 3D maps when the environment conditions
change. Thus, changes in fuel pressure and temperature, combus-
tion air temperature, and cooling water temperature can be auto-

matically compensated for. The calculation of the changes in den-
sity of the hydrogen fuel as a function of the fuel’s temperature
and pressure is taken into account in order to apply the correct
injection duration. A correction of the injection duration as a func-
tion of the combustion air intake temperature is also done.

The corrected values can differ from the programmed values by
a maximum of650 percent.

Other possibilities include changes in the ignition timing when
the combustion air intake temperature or cooling water tempera-
ture changes. The motor management also allows the regulation of
a stoichiometric mixture, but it is clear that this is not an option
for a hydrogen-fueled engine.

The positions in the control scheme where the trims are applied
can easily be seen in the diagram included in the Appendix.

Hydrogen-Engine-Specific Properties

Ignition Characteristics. Hydrogen under high pressure is
commonly used as an insulator~e.g., in the alternator of a power
plant!. This results in a high ignition voltage of the hydrogen–air
mixture. This is solved by choosing the spark plug gap smaller
than usual in classic gasoline engines@12#. This is possible be-
cause of the smaller amount of deposits on the electrodes~only
from impurities and lubricating oil!. Measurements are done to
define the optimal spark gap to cover the full load and speed
range: testing during idle run is necessary to ensure a stable idle
run, testing during full load has to be done to make sure the arc is
not blown out. The tests consist of pressure measurements in cyl-
inder nr. 1 for different spark plug gaps. Cylinder nr. 1 is the
furthest cylinder of the left bank of the engine with regard to the
flywheel. Thirty cycles are measured in each working point, with
one sample per degree crank angle. The mean pressure curve is
determined, and the mean square deviations with regard to this
mean pressure curve of the measured points are calculated. The
mean value of these deviations is the criterion that is used to judge
the stability of the combustion: the lower this value, the more
stable the combustion. The spark plug gap corresponding to the
most stable combustion is considered optimal.

An optimum of 0.4 mm is found, this in comparison with the
spark gap of 0.9 mm before optimization.

This previous setting of 0.9 mm is responsible for problems due
to spark discharges through the air outside the cylinders. The volt-
age peaks on the secondary side~.40 kV! exceed the insulation
possibilities of the spark plug cables, causing spark discharges
between the spark plug heads and the cylinder head. These prob-
lems are completely solved with the optimized spark gap.

Lubricating Oil. During measurements of the composition of
the gases in the crankcase, a very high percentage of hydrogen is
noticed~15 vol percent, out of range of testing equipment!. The

Fig. 6 Injection duration map
Fig. 7 Injection timing map
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very low density of hydrogen is responsible for this, causing high
blow by volumes. The composition of the lubricating oil~semi-
synthetic ‘‘universal’’ oil, viscosity class 15W50! is investigated
and compared to that of the unused oil.

It appears that the properties of the oil have strongly changed
with a serious decrease of the lubricating qualities. The concen-
tration of various additives~both lubricating and wear-resisting,
e.g., zincdialkyldithiophosphate! is greatly decreased, and esters
appearing in the unused oil have almost completely disappeared in
the used oil. These conclusions are drawn from the difference in
absorption of the various elements in an infrared spectrum. This is
understandable when one knows that hydrogen is used in the in-
dustry to harden oils to fats~breaking open the double C–C
bonds!.

The viscosity of the oil in atmospheric conditions has increased
~causing more friction during starting! and decreased more
quickly when the temperature rose~causing poor lubrication when
the engine is at operating temperature!. The kinematic viscosity at
40°C of the used oil is 141.9 mm2/s, as compared to the value for
the unused oil of 111.8 mm2/s. At 100°C these values are respec-
tively 14.33 mm2/s versus 17.25 mm2/s. The viscosity index of the
used oil thus amounts to 99, substantially lower than that of the
unused oil which is 163.

An x-ray fluorescence spectrometry shows no substantial en-
gine part wear, which is normal considering the limited amount of
testing time of the engine. This means that all changes of the oil
characteristics are to be ascribed to the influence of the blow
down gases.

Solutions to this problem are currently sought after. One pos-
sible solution is the combination of forced ventilation of the crank
case, followed by an oil separator and a catalyst to convert the
hydrogen to water, after which the gases can be carried off to-
wards the atmosphere or to the intake manifold, depending on the
composition of the gases after the catalyst. Copper catalysts are
known to convert hydrogen to water, but research has to be done
into a practical solution permitting the implementation to be built
in. Another possibility is the application of special motor oils for
usage in hydrogen engines. However, at the moment these oils are
not available on the market~as far as the authors know!.

Oxygen Sensors. Air–fuel ratios of l55 and higher are no
exception on this engine. However, the manufacturers of oxygen
sensors consider an air-to-fuel ratio ofl51.7 already an ex-

tremely lean mixture. Consequently, attention must be paid to an
accurate calibration of the sensors along the entire range of used
richnesses. Correct calibration is necessary to ensure a correct
reading of the air-to-fuel ratio, important for correct measure-
ments as well as to be able to imply safety measures: as men-
tioned above, backfire-safe operation is only guaranteed if the
air-to-fuel ratio is greater than or equal to 2. A lesser accuracy
with lean mixtures must also be taken into account. The relation
between the voltage given off by the sensor and the concentration
of oxygen in the measured gases, as provided by the manufac-
turer, must certainly be substituted by an adjusted calibration
curve ~e.g., a third degree polynomial!. This is because of the
strong influence of a hydrogen–air mixture~as occurring with
lean mixtures! on the voltage given off by the sensor.

Noise Reduction. Because of the very high noise levels of the
original engine setup~up to 110 dB!, tests are done with various
materials and lengths of the intake pipes@13#. With metal pipes
based on exhaust pipes~concentric pipes, inner pipe perforated,
and damping material between the pipes! with a total intake length
of 0.9 m, a noise reduction of 10 dB is reached. This means that
the noise level is halved. A second benefit of this configuration is
a higher torque in the working region for city-bus application
~around 2000 rpm!.

However, this configuration cannot be built in a bus because of
the space needed and because of the rigid construction, sensitive
to fatigue cracking due to engine vibrations.

Throttle Valve or Diesel Principle? The broad flammability
limits of hydrogen in air~lower limit 4 percent upper limit 75
percent! allow load variations through variations in the richness of
the hydrogen–air mixture, thus omitting a throttle valve. The
greatest benefit is of course a better engine efficiency~no flow
losses around the throttle valve!.

A disadvantage is noticed when measuring the exhaust gas
composition during idle run, where a high concentration of un-
burned hydrogen is recorded~up to 3 vol percent!. The extremely
lean mixtures used here are responsible for this. The high percent-
age of hydrogen poses a problem in connection with safety issues.

In looking for methods to solve this, throttle valves~every cyl-
inder has its own intake! are mounted. These allow us to reduce
the hydrogen percentage to about 1 vol percent. A greater reduc-
tion is probably possible with an intake manifold with one central

Fig. 8 Control scheme of the motor management system
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throttle valve, because of the more accurate regulation possible
with one big valve~mechanical problems aligning eight separate
valves!. Thus, a compromise could be to use a throttle valve dur-
ing idle run and to use wide open throttle~WOT! in all other
cases, with variation of the mixture’s richness. As discussed
above, the effect of the engine parameters on this emission is
currently being researched.

Conclusions

• A V-8 spark-ignited engine is adapted for gaseous fuels. The
first tests are done with an external mixture formation system
~venturi type! for natural gas, hydrogen, and hythane.

• With a sequential timed multipoint injection of hydrogen and
the corresponding electronic management system, the power out-
put of the engine is increased without danger of backfire.

• The optimization of the engine parameters is discussed.
• Specific features of the use of hydrogen in IC engines is

analyzed:
• the necessity of smaller spark plug gaps,
• the deterioration of the lubricating oil,
• additional calibration of the oxygen sensors for the extremely

lean mixtures, and
• the advantage of lean mixtures to operate at low load condi-

tions without a throttle valve, but with the disadvantage of in-
creased hydrogen concentration in the exhaust gases at idling.
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Appendix
For clarity, the control scheme of the motor management sys-

tem is given here~see Fig. 8!. The values for the ignition timing,

the injection timing, and the injection duration are determined
from three-dimensional maps, and are a function of the engine
speed and the position of the accelerator. The values obtained
from these 3D maps are then corrected for changes in the com-
bustion air pressure and temperature, the fuel pressure and tem-
perature, the cooling water temperature, and the battery voltage.
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Scroll Compressor Simulation
Model
A computer model has been developed in Visual Basic which predicts the power, capacity,
and efficiencies of a scroll compressor for given operating conditions and scroll designs.
The operating conditions and data related to the compressor’s geometry are inputs for the
model. The model includes the effects of internal leakage and over and under compres-
sion. The compression process is broken up into a series of six degree compression steps.
The work and thermodynamic state of each pocket of refrigerant are calculated as it
travels from the suction to the discharge reservoir. Once the compression cycle is com-
pleted, the compressor’s volumetric and isentropic efficiencies are calculated. Lastly, the
work and capacity of the compressor are calculated through energy balances using the
appropriate inlet and outlet refrigerant conditions.@DOI: 10.1115/1.1335483#

1 Introduction
A Visual Basic computer model was developed to simulate the

performance and operation of a scroll compressor. The model is
intended to calculate the following parameters:

• effects of leakage on compressor efficiencies
• primary leakage path
• effects of over and under compression on compressor effi-

ciencies
• power
• capacity
• volumetric flow rate

The compressor model was to be used as an analytic tool to
predict the performance of different positive displacement com-
pressors. Initially, the model was developed for a scroll compres-
sor; however, in the future it will be used to predict the perfor-
mance of various types of positive displacement compressors
assuming the compressor’s geometry is defined. In addition to
comparing the performance of different compressors, the model
will eventually be used to simulate the effects of using different
working fluids.

Before developing the computer model, it was necessary to
understand the basic operating principles of the scroll compressor.
The compressor consists of two scroll members each with a spiral
shaped wrap and corresponding end plate. The two scroll mem-
bers are placed at the top of the compressor housing. The top
scroll member is fixed to the compressor housing while the lower
member is free to orbit about the center of the fixed scroll. The
moving scroll is driven by a motor and is attached to a motor shaft
~see Fig. 1! @1#. As the moving scroll orbits about the fixed scroll,
the wraps of the two scroll members form line points of contact.
These line points of contact form crescent shaped symmetric
pockets. The gas enters the first pair of symmetric pockets at the
outer periphery of the scroll set and continues to travel towards
the center. As the gas moves towards the center, the volume of the
pockets decreases thus compressing the trapped gas. Once the gas
reaches the center of the scroll set, the tip of the moving scroll
begins to uncover the discharge port located in the center of the
endplate of the fixed scroll member. Once the discharge port be-
comes uncovered, the discharge process begins~see Fig. 2! @1#.
Because of the scroll’s geometry, no discharge valve is needed;
instead the tip of the moving scroll wrap uncovers the discharge

port. It is important to note that there are always several pockets
of gas being compressed at one time, and, therefore, the compres-
sion process lacks pronounced force maxima.

2 Literature Review
An extensive literature search was performed on the scroll com-

pressor which resulted in over 65 technical papers and 334 pat-
ents. Most of the technical papers were found in the International
Compressor Engineering Conference at Purdue. Most of the pa-
pers were related to compressor performance, internal leakage,
multi staged designs, and scroll wrap designs. Because of the
importance of internal leakage, a brief summary of the current
work related to leakage prevention is presented below.

Contributed by the Advance Energy Systems Division of THE AMERICAN SOCI-
ETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF EN-
GINEERING FOR GAS TURBINES AND POWER. Manuscript received January 18,
1999; final revision received by the ASME Headquarters February 28, 2000. Tech-
nical Editor: M. J. Moran. Fig. 1 Diagram of scroll compressor †1‡
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The internal leakage reduces the net mass flow rate through the
compressor which ultimately reduces the cooling capacity of the
entire system. However, the scroll compressor has inherently less
leakage than other compressors in its class. The capacity of a
scroll compressor with a compression ratio of 8 is 30 percent
greater than that of a reciprocating compressor@2#. One reason
that the scroll compressor has a higher mass flow rate is because
there is no direct re-expansion of gas from the discharge pressure
to the suction pressure. In a reciprocating compressor there is a
clearance volume of gas which is compressed but remains trapped
inside the cylinder during the discharge process. This volume of
gas then expands as the new fresh gas is entering the cylinder.
This type of re-expansion does not occur in the scroll compressor.
In the scroll compressor there is no direct path for the discharge
gas to mix with the suction gas.

Many efforts have been made to reduce internal compressor
leakage@3–5#. One method is to implement sealing elements at
the locations of the leakage paths. A second approach is to use a
back pressure chamber of gas which can be located above the
endplate of the fixed scroll or below the endplate of the orbiting
scroll @6#. This back pressure chamber would then communicate
with one of the compression pockets. It is possible to calculate the
force needed to ensure proper sealing through a force balance of
all the gas forces@7#.

Multi stage compressor designs have also been found to reduce
leakage@8#. This two stage design consists of three scroll mem-
bers all stacked at the top of the compressor housing. Two of the
scroll members are identical to conventional scroll compressors
such that each consists of an endplate and a single spiral shaped
wrap. The third scroll member consists of an endplate and a spiral
shaped wrap protruding through each side of the endplate. The
dual sided scroll member is located in between the other two
scroll members thus forming a ‘‘sandwich’’ like configuration.
Gas enters into the first scroll set and then is discharged into the
suction of the second scroll set. Therefore, any leaked gas which
mixes with fresh suction gas occurs from the first compressor
stage rather than from both compressor stages. The leakage back
to the suction reservoir of the second stage mixes with gas which
has been previously compressed rather than the fresh suction gas.
The claim is that this two stage design reduces the leakage back to
the suction reservoir which therefore produces a higher volumetric
efficiency.

A final approach to reducing leakage is through oil injection
@9#. Oil injected into the compression pockets helps to fill gaps
where leakage would otherwise occur. However, this design also
requires an oil-refrigerant separator in order to ensure that the
excess oil does not enter into the system. The lower internal leak-
age allows for a higher mass flow rate of refrigerant and thus a
larger cooling capacity of the system. Results of similar studies

have shown that oil injection can increase the volumetric effi-
ciency by 4.3 percent as compared to designs which do not use oil
injection techniques@10#.

3 Computer Model: Architecture
The architecture of the model is discussed below including in-

formation regarding the software, model inputs and outputs.

3.1 Software. The software used to develop the thermody-
namic model was MATLAB, EXCEL/Visual Basic and
REFPROP@11#. The actual computer code was written in Visual
Basic, while the user input, summary, geometry, and graph sheets
were displayed in EXCEL.

3.2 Model Inputs. All user inputs were found on the inputs
page and are shown in Table 1. A separate geometric model was
written in MATLAB and the results were imported into the ge-
ometry page of the thermodynamic model@12#. The geometry file
contained information such as pocket volumes and pocket perim-
eters for every six degrees of rotation. The equations used to
generate the curve of the scroll wrap were based on the involute of
a circle. This circle is often referred to as the base circle. The
scroll geometry can be understood if one were to consider an
imaginary string unwrapped from the circumference of the circle.
As the string is unwrapped its starting point will form the shape of
a spiral. The pitch or distance between turns of the scroll is equal
to the circumference of the base circle. Likewise, the entire ge-
ometry of the scroll wrap can be defined from the geometry of the
base circle@12#.

In order to replicate the performance of a realistic compressor,
a 5-ton, R22 commercially available scroll compressor was disas-
sembled. Internal measurements were taken including the height,
thickness and pitch of the scroll members. This data was then used
to generate the geometry file of the thermodynamic model.

3.3 General Description of Code. Once all the user inputs
were defined, a Visual Basic code was written to determine the

Fig. 2 Compression process †1‡

Table 1
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state of each pocket of vapor for every six degrees of rotation. A
series of mass and energy balances were performed on each
pocket of the rotation starting with the suction process and ending
with the discharge process. The model follows a single pocket
moving from the outer periphery of the scroll set to the most inner
pocket. The model steps through the compression and discharge
process for every six degrees of rotation. Although there is a time
step associated with the six degree rotation, the equations are
based on a steady state assumption. It is for this reason that the
model is considered a quasi-steady-state compressor simulation.

For the initialization process, energy and mass balances are
performed on each of the pockets starting with the suction process
and ending with the discharge process. When calculating the en-
ergy balance, the change in internal energy for each pocket was
simply equal to the integration of PdV. At the completion of the
initialization run there existed pressure gradients between adjacent
pockets. From the model initialization, the state of each pocket
during the compression process was known. Because a pressure
gradient and clearance existed, it was possible to calculate the
leakage flow that would occur between the neighboring pockets.
A mass balance was performed which accounted for the leakage
into and out of a pocket as shown in Eq.~1!.

Mass25Mass11MassLeakin2MassLeakout (1)

Subscript 1 denotes the original mass inside the pocket. Subscript
2 denotes the mass in the pocket after the effects of the leakage
are applied. The terms MassLeak refer to the net change of mass
due to leaked refrigerant into and out of the pocket of interest.
This calculation of MassLeak is discussed in the Section 4.2.
Similarly an energy balance was performed on each pocket which
accounted for the energy associated with the leakage as shown
below.

Mass2•u25Mass1•u11MassLeakin•hleakin

2MassLeakout•hleakout1P1•~V12V2! (2)

An illustration of this equation is shown in Fig. 3. One assumption
made in using this equation was that the value of the pressure in
the work term remains constant for every six degrees of rotation.

The fluid properties of the leakage including the enthalpy were
taken from pocket from which it leaked, i.e., the higher pressur-
ized pocket. Once the energy and mass balances were calculated
the internal energy and specific volume of the pocket were the
only two fluid properties known. The specific volume is deter-
mined from the Mass2 term of Eq.~1!, and the physical volume of
the pocket determined from the geometry of the compressor. Us-
ing the internal energy term from Eq. 2, and the specific volume,
it should have been possible to determine all of the thermody-
namic properties of the gas inside the pocket. However, because
of software limitations, it was not possible to use internal energy
as one of the two properties needed to define the thermodynamic

state of the gas inside the pocket. Because the software could only
use one of the two calculated properties a third property was
needed. The enthalpy was approximated by applying a linear ex-
pansion of the enthalpy around a nearby point as shown below.

h5hnearby1S dh

dpD
v

•~P2Pnearby! (3)

Plotting enthalpy versus pressure for various specific volumes of
refrigerant gas~see Fig. 5! validated the linear expansion. As
shown from Fig. 5, the curves associated with each density or
specific volume could be represented by a linear approximation.
The error associated with the linear expansion was calculated by
considering the deviation in the internal energy values. A com-
parison was made between the internal energy value calculated
from Eq. ~2! and the value of the internal energy associated with
the enthalpy from the linear expansion. The error associated with
this deviation of internal energy was at most .01 percent for each
six degrees of compressor rotation. A second comparison was
made between the difference in internal energy values calculated
from Eq. ~2! and that associated with Eq.~3!. When considering
the difference in the internal energy terms between two pockets
throughout the entire compression process, the error of the linear
expansion was between three to five percent.

3.4 Model Outputs. Once the model converged, the model
will output the following results based on the user specified sys-
tem inputs and the geometry of the compressor.

1 volumetric, isentropic, and motor efficiencies
2 compressor work
3 mass flow rate
4 compressor capacity
5 thermodynamic state of refrigerant within the compressor

The volumetric efficiency was calculated as shown in Eq.~6!. The
isentropic efficiency was calculated from the definition of isentro-
pic efficiency as shown below.

h isentropic5
~houti2hin!

~hout2hin!
(4)

Fig. 3 Schematic of energy and mass balance on pocket

Fig. 4 Diagram of internal leakage path

Fig. 5 Validation of linear expansion
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The denominator represents the actual change in enthalpy across
the compressor while the numerator was calculated from the isen-
tropic enthalpy change across the compressor. Lastly, the motor
efficiency was calculated from a motor curve supplied by the
compressor manufacturer. The motor curve was valid up to 4000
RPM. For speeds greater than this limit, a 70 percent motor effi-
ciency default value was assumed in the model.

The mass flow rate was determined from the fixed volumetric
flow rate of the compressor and the volumetric efficiency. The
volumetric flow rate can be calculated from the speed of the motor
and the actual volume filled by the first set of symmetric pockets
or the displacement volume. The final result is shown in the equa-
tion below.

Q5MotorSpeed•Displacement–Volume (5)

The mass flow rate is calculated by multiplying the density of the
fresh suction gas by the volumetric flow rate,Q, and the volumet-
ric efficiency. The mass flow rate is used to calculate the cooling
capacity of the compressor. The user specifies the system operat-
ing conditions on the inputs sheet, and a vapor compression cycle
analysis is performed in order to determine the load on the evapo-
rator. Similarly, the compressor power is calculated by performing
an overall energy balance on the compressor.

4 Details of Model
The details of the model are addressed in the following sec-

tions, which include internal leakage, over and under compres-
sion, and the model convergence criterion.

4.1 Internal Leakage. One of the major performance losses
associated with a positive displacement compressor is internal
leakage. Internal leakage occurs whenever a gap exists between
regions of different pressures. There are several reasons that in-
ternal leakage degrades the performance of the compressor. One
reason is the displacement of fresh gas into the compressor’s suc-
tion reservoir as a result of the space or volume taken up by the
leaked gas. In addition to reducing the quantity of fresh refriger-
ant, the leakage process also increases the temperature of the gas
prior to the compression process. This temperature increase is a
result of the mixing of the fresh suction gas with leaked gas. The
density and mass flow rate of the gas are reduced as a result of the
temperature increase. The reduced mass flow rate will ultimately
decrease the compressor’s cooling capacity. The performance im-
pacts associated with internal leakage are measured by the volu-
metric efficiency. Volumetric efficiency was defined in the model
as shown in the equation below.

hvolumetric5
Massreal

Massideal
(6)

Massideal refers to the mass of refrigerant which would enter the
first compression pocket from the suction reservoir if there were
no internal leakage. Massreal is defined as the actual mass of re-
frigerant inside the first pocket minus the mass of the leakage
back to the suction reservoir. In addition to degrading the volu-
metric efficiency, the re-expansion and re-compression associated
with the leakage process degrades the compressor’s isentropic ef-
ficiency.

A mixing process must occur between the fresh incoming gas
and the gas that has leaked in from the higher pressurized pockets.
The control volume used for this energy analysis was taken as the
inside of the suction reservoir. Two assumptions were made in
this mixing process analysis. The first was that the mixing process
occurs at constant pressure namely the suction pressure. A second
assumption was needed to determine the mass of the fresh suction
gas entering into the compressor. This quantity of gas was defined
as shown in the equation shown below.

MassFreshGas5rFreshGas•Vpocket1 (7)

Using this assumption the mass inside the control volume was
calculated as shown below.

Massmix5MassFreshGas1( MassLeak (8)

An energy balance was performed on the control volume to
determine the mixed enthalpy of the gas mixture that enters the
first compression pocket. The equation for the energy balance is
shown below.

hmix5

HFreshGas1( HLeak

Massmix
(9)

In the scroll compressor there are two primary leakage paths
namely, radial and circumferential leakage. Radial leakage occurs
at the gap found in between the top of the scroll wrap and the end
plate of the second scroll member~see Fig. 4!. The second leak-
age path, circumferential leakage, occurs as a result of the clear-
ance found between the two mating scroll walls. This type of
clearance is found at the beginning and end of each pocket~see
Fig. 4!.

4.2 Leakage Model Assumptions. Various fluid flow mod-
els have been used to simulate internal leakage including nozzle
flow, compressible flow, CFD, and incompressible pipe flow
@13,14#. The flow model selected for this model was one-
dimensional pipe flow with the governing equation listed below.

DP5
f rLV2

2Dh
(10)

In order to use the equation above, it was necessary to define the
flow regime. In the model, the flow was defined as turbulent,
incompressible, and fully developed.

As mentioned above, the model was based on a turbulent as-
sumption in determining the friction factor used in Eq.~10!. To
validate the turbulent assumption, the velocity of the leakage was
calculated using both a turbulent and a laminar correlation for the
friction factor. The velocity was then used to calculate the Rey-
nolds number. For some cases applying the laminar correlation for
the friction factor yielded a turbulent Reynolds number. Likewise,
applying the turbulent correlation for the friction factor yielded a
laminar Reynolds number. Because of this discrepancy, it was
suggested that the leakage was in a transition regime of flow
@15,16#. The two Reynolds numbers from the turbulent and lami-
nar friction factor correlation were plotted versus the compres-
sor’s angle of rotation. The intersection point of the two Reynolds
number curves was taken as the cutoff point between laminar and
turbulent flow. The intersection point occurs within less than the
first quarter of rotation of the compressor and therefore it was
assumed that the majority of the leakage flow path was turbulent.
The turbulent flow friction factor correlation was taken from a
technical paper@13,17# related to leakage in scroll compressors.
The correlation is shown below.

f 50.35•Re20.25 (11)

This correlation was validated by comparing it to the correlation
derived from an established two-layer model for turbulent flow
@18#. Because of the similarity between the two correlations, it
was decided to use Ishii’s correlation because it was applied to
test data taken from internal leakage.

For simplicity, the leakage flow was treated as incompressible
flow. In general when the Mach number of the leakage flow is
greater than 0.3, the effects of compressibility should not be ne-
glected. It was evident from the model results that for some cases
the Mach number was greater than 0.3. These findings suggest
that more work is needed in this area.

Finally, it was assumed that the flow was fully developed. A
flow can be defined as fully developed once it has passed its
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entrance length and the velocity profile no longer changes. The
entrance length was calculated for turbulent flow using the equa-
tion below @19#.

Le54.4•Re1/6 (12)

The entrance length was calculated for each increment of the com-
pressor and compared to the length of the leakage path. It was
found that the length of the leakage path was 3.5 times greater
than the calculated entrance length, and, therefore, the leakage
flow was treated as fully developed.

Based on the assumption of fully developed, turbulent, incom-
pressible flow the velocity of the leakage flow was calculated
using Eq.~10!. The velocity was multiplied by the density and
cross sectional area of the leakage path to calculate the mass flow
rate of the leakage.

4.3 Over and Under Compression. Based on the geometry
of the scroll compressor, there exists a fixed volume ratio which is
defined in the equation below.

Volratio5
V1

V2
(13)

V1 andV2 correspond to the volume of the pockets at the begin-
ning and end of the compression process. The pressure ratio can
be derived from the volume ratio if the compression process is
assumed to be polytropic. This relationship is shown below.

P2

P1
5S V1

V2
D g

(14)

From Eq.~14!, it is evident that the pressure ratio is a function of
the fixed volume ratio of the compressor. Therefore, when the
system pressure ratio, which is defined as the ratio of the saturated
condenser pressure to the saturated evaporator pressure, does not
match that of the compressor there is a loss in performance. This
mismatch in pressure ratio leads to two possible cases, over com-
pression and under compression~see Figs. 6 and 7!. It is important
to re-emphasize the fact that there are no valves which open at the
end of the compression process. Instead the discharge process is
initiated by the uncovering of the discharge port.

Under compression occurs when the pressure ratio of the com-
pressor is less than the system pressure ratio. For the case of under
compression the pressure of the final compression pocket is less
than that of the discharge reservoir. In order for the discharge
reservoir and the final compression pocket to be in equilibrium,
the pressure inside the final pocket must increase. This pressure
increase is achieved at the instant the discharge port becomes
uncovered and there is a sudden back flow of gas from the dis-
charge reservoir into the final compression pocket. The back flow
of gas continues until the pressure inside the final compression
pocket is equal to that of the discharge reservoir. An energy bal-
ance is performed to determine the thermodynamic state of the gas
which actually exits the compressor.

Mass1•u11Mass2•h25~Mass11Mass2!•u2 (15)

Equation~15! can be expressed in words as the internal energy of
the final compression pocket plus the enthalpy of the gas which
flows into the pocket from the discharge reservoir is equal to the
new adjusted internal energy of the final compression pocket.
Through simple manipulation, Eq.~15! can be re-written to di-
rectly solve for the enthalpy of the gas inside the discharge reser-
voir.

h25h1~P22P1!•
V1

Mass1
(16)

One of the penalties associated with under compression is the
extra work used to compress the gas. As shown in Fig. 6, the
compressor design discharge pressure is lower than that of the gas
inside the condenser. As a result of this pressure ratio mismatch
refrigerant gas flows back into the final compression pocket
~backflow!. In the model the backflow phenomenon occurs within
one six degree-rotation step of the compressor. It should be noted
that the actual duration of time for this pressure equalization pro-
cess is unknown. As shown in Fig. 6, the hatched area under the
curve illustrates the extra work associated with under compres-
sion.

Analogous to the case of under compression is the case of over
compression. Over compression occurs when the pressure of the
final compression pocket is greater than that of the condenser. In
order for the gas inside the discharge reservoir~at condenser pres-
sure! to be in equilibrium with the gas in the final compression
pocket there must be a drop in pressure inside the final compres-
sion pocket. This pressure drop is achieved by gas flowing from
the final compression pocket into the discharge reservoir. The gas
continues to flow until the gas inside the final compression pocket
is equal to that of the discharge reservoir. The discharge process
can not begin until there is equalization between the gas inside the
discharge reservoir and the gas inside the final compression
pocket. An energy balance similar to Eq.~15! is performed in
order to determine the state of the gas exiting the compressor.

Similar to the case of under compression, there is a work pen-
alty associated with over compression. For the case of over com-
pression, the pressure of the gas inside the condenser is lower than
the gas inside the final compression pocket. However because the
scroll compressor is a fixed volume ratio machine, it will com-
press the gas to its design point regardless of the high end pressure
of the system. As a result, extra work is used to compress the gas
than would be needed if there were a match between the system
and the compressor’s compression ratio. The extra work is illus-
trated on a pressure volume diagram in Fig. 7. The triangular
shaped region adds to the area under the pressure volume curve
which is used to calculate compressor work.

4.4 Model Convergence. Once the mass of the leakage was
calculated, the mass and energy balances were re-calculated for
each pocket until the model converged for all pockets. The pro-
gram iterates until the change in pressure for each pocket for the
current and previous runs is below a set convergence criterion. A

Fig. 6 Diagram of under compression
Fig. 7 Diagram of over compression
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comparative analysis was performed on the change of pocket
pressure with the number of iterations. From this analysis it was
decided to use a convergence criteria of 100 Pa such that the
model would iterate until the pressure difference between the
same two pockets of consecutive runs was less than 100 Pa.

4.5 Model Summary. The sequence and coupling of equa-
tions used in the model is described below. The steps below sum-
marize the sequence of equations used in the model starting with
the initialization of the model and ending with the final conver-
gence of the model.

4.5.1 Model Initialization

1 The inputs related to the compressor’s geometry and the
state of the gas entering into the compressor are read into the
model from the spreadsheet.

2 The pocket volumes and leakage areas for every 6 degrees
of rotation are dimensioned into an array.

3 Setting the cross sectional areas of the leakage paths equal
to zero~no leakage! initializes the model.

4 The mass and enthalpy of the first pocket of compression,
V1 , are calculated using Eqs.~7!, ~8!, and~9! ~the leakage terms
drop out as a result of previous step!.

5 The next value from the pocket volume array is retrieved,
V2 .

6 Using the volume and thermodynamic properties fromV1 ,
an energy and mass balance are performed onV2 using Eqs. 1 and
2.

7 The enthalpy of pocketV2 is approximated using Eq.~3!.
8 The pressure of pocketV2 was calculated from the approxi-

mated enthalpy, internal energy, and specific volume.
9 Steps 4–6 are repeated for every six degrees of rotation

until the thermodynamic state of the final compression process has
been calculated.

4.5.2 Model Simulation

10 After the initialization process is complete, the thermody-
namic state of each pocket is known.

11 The cross sectional areas of the radial and circumferential
leakage paths are no longer set to zero, but instead are set to the
values supplied on the geometry page of the spreadsheet.

12 Because a pressure gradient and gap exists between neigh-
boring pockets, it is possible for radial and circumferential leak-
age to occur.

13 The leakage mass flow rate is calculated for each of the
neighboring pockets using Eq.~8! and the continuity equation.

14 The mass and enthalpy of the first pocket of compression,
V1 , are calculated using Eqs.~7!, ~8!, and~9!.

15 The next value from the pocket volume array is retrieved,
V2 .

16 Using the volume and thermodynamic properties from the
previous pocket, an energy and mass balance are performed on
pocketV2 using Eqs.~1! and ~2!.

17 The enthalpy for pocketV2 is approximated using Eq.~3!.
18 The pressure of pocketV2 is calculated from the approxi-

mated enthalpy, internal energy, and specific volume.
19 Steps 16–18 are repeated for every six degrees of rotation

until the thermodynamic state of the final compression process has
been calculated.

20 The pressures calculated for each pocket are compared to
the corresponding pressures from the previous run.

21 If the difference in pressures between corresponding pock-
ets is greater than 100 Pa, the simulation process is repeated start-
ing with step 10.

22 If the difference in pressure between corresponding pockets
is less than 100 Pa, the model has converged.

4.5.3 Model Simulation: Discharge Process

23 A logic statement is used to determine if the discharge pres-
sure is above~over compression! or below ~under compression!
the condensing pressure.

24 Gas flows from the discharge reservoir into or out of the
compressor depending on whether the compressor has over or
under compressed the gas. Equation~16! is used to determine the
enthalpy of the gas exiting the compressor after the necessary
mixing process has occurred.

4.5.4 Model Simulation: Final Calculations

25 The isentropic efficiency, the volumetric efficiency, are cal-
culated using Eqs.~4! and ~6!, respectively.

26 The volumetric flow rate is calculated using Eq.~5!. The
mass flow rate is also calculated using the density of the suction
gas, and the volumetric efficiency and flow rate.

27 The motor efficiency is calculated from a curve fit supplied
by the vendor. The motor efficiency is a function of the motor
speed.

28 The work is calculated using two different approaches to
ensure that the model results are valid. The work is calculated by
an energy balance and by calculating the area under the pressure
volume curve.

29 The capacity of the compressor is calculated using user-
defined inputs and the calculated mass flow rate.

5 Model Results: Parametric Studies
After completing a detailed literature search, the computer

model was developed and tested. A series of parametric studies
were performed related to clearance gap sizes, operating condi-
tions, and motor speed. A base case was designed for comparison,
which is shown below.

• saturation temperature of the evaporator:21.11°C~30°F!
• saturation temperature of the condenser: 24.4°C~76°F!
• superheat: 5.6°C~10°F! and subcooling: 4.3°C~7.7°F!
• the motor speed: 3500 RPM~100 percent efficiency!
• the leakage clearance: 0~no leaks!
• refrigerant: R134a

The saturation temperatures of the evaporator and condenser were
selected so that the pressure ratio across the system would match
that of the compressor.

The first set of studies was related to the effects of over and
under compression. All the parameters were held fixed in the base
case except the condenser saturation temperature. The saturated
condenser temperature was varied from 10°C~50°F! to 37.8°C
~100°F!. As shown in Fig. 8, the isentropic efficiency increases as
the pressure ratio approaches that of the compressor design. Simi-
larly, the isentropic efficiency decreases as the system pressure
ratio increases beyond that of the compressor design. From Fig. 8,
it is clear that the slopes of the curve before and after the cross

Fig. 8 Effects of over and under compression on performance
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over point are not the same. Hence, the decrease in isentropic
efficiency occurs more rapidly for over compression than for the
under compression cases. As a result of the lower isentropic effi-
ciency, the compressor work increases at a faster rate for over
compression than for under compression. Based on these model
results, it can be concluded that the work penalty for over com-
pression is greater than for under compression.

The second set of studies related to the effects of the leakage
clearance size. The parameters were set to the base case values
except for the leakage clearance. The gap size was varied from 10
to 30 micrometers which were typical values found in the litera-
ture. As the gap size increased, the volumetric and isentropic ef-
ficiencies decreased. The decrease in isentropic efficiency results
in an increase in compressor work. The compressor work in-
creases as a result of the higher discharge pressures associated
with the larger gap sizes. Intuitively it makes sense that as the
clearance size increases more gas can leak from the higher pres-
sure pockets and mix with the lower pressure pocket. While the
leakage of gas to the lower pressure pocket is small due to small
pressure difference, the pressure inside the pocket after the mixing
process would be greater than before the mixing process. There-
fore, as the mixing process continues for each pocket along the
compression process, the final pressure at the end of the compres-
sion process is greater with increased leakage. Likewise the de-
crease in volumetric efficiency results from the fact that more gas
will leak back into the suction reservoir as the gap size is in-
creased. The leaked gas mixes with the fresh gas and thus de-
creases its density. In addition to decreasing the density of the
suction gas, the leaked gas also displaces volume to be occupied
by the fresh suction gas.

Although both efficiencies decreases with increasing gap sized
it is interesting to compare the rates at which the efficiencies
decreased. The volumetric efficiency decreased at a more rapid
rate than the isentropic efficiency with the increase in the leakage
clearance~see Fig. 9!. This result implies that for the set operating
conditions, the effects of displaced suction volume by the leaked
gas dominates over the effects associated with the expansion and
re-compression of the leaked gas.

In addition to performing sensitivity studies on the size of the
leakage clearance, it was also desired to know which leakage path
dominates for a fixed clearance size. The gap size was set to 20
micrometers and the mass of the radial and circumferential leaks
were plotted vs. pocket volume. As can be seen from Fig. 10, the
radial leakage is greater than the circumferential leakage over ap-
proximately 70 percent of the compression process. The radial
leakage is greater initially because the cross sectional area for this
type of leakage is greater than for the circumferential leakage.
Following the pocket towards the center of the scroll set, the
perimeters decrease and circumferential leakage dominates.

Upon completion of the single parameter variations, the next
step was to look at the combined effects of under compression and
leakage. For this study, the saturated condenser temperature was
set to 37.4°C~100°F! and the gap size was varied from 10–30

micrometers. As compared to the single parametric study of under
compression~no leakage!, the volumetric efficiency dropped from
100 percent to 77.8 percent. Similarly, the isentropic efficiency
decreased from 91.8 percent to 83 percent. From this finding it
was concluded that the leakage process effects the volumetric ef-
ficiency more than the isentropic efficiency even when the two
events~under compression and leakage! are combined. The results
were also compared to the single parametric study of the size of
the leakage clearances. When these two cases were compared, the
volumetric efficiency dropped from 81.1 percent~exact compres-
sion ratio! to 77.8 percent for the combined case. Similarly, the
isentropic efficiency decreased from 91.7 percent for the exact
compression case to 83 percent for the combined case. This result
implies that the effects of under compression are more sensitive to
the isentropic efficiency than the volumetric efficiency.

The combination of leakage and under compression also im-
pacts the compressor work. The compressor work increases with
increase in gap size for the under compressed case. One way to
visualize the effects of under compression and leakage on com-
pressor work is to plot a pressure volume curve for the compres-
sion process. As shown in Fig. 11 the effects of under compres-
sion are evident by the vertical line at the completion of the
compression process. Also from Fig. 11, it is evident that the work
or area under the curve increases as the gap size increases. The
pressure and mass inside each pocket increased including the
pocket of the final compression pocket. This pressure increase
resulted in an increase in work. More gas must leak into the pock-
ets than leaks out because there is an increase in the mass inside
each pocket with the larger gap sizes.

In addition to analyzing the case of under compression with
internal leakage, the case of over compression with internal leak-
age was also studied. For this parametric study, the condenser
temperature was set so that the system pressure ratio was less than
that of the compressor design. The leakage gap was varied from
10–30 micrometers. As was expected, as the gap size increased

Fig. 9 Effects of gap size on compressor efficiency

Fig. 10 Comparison of leakage out of a pocket

Fig. 11 Pressure volume curve for case of under compression
and leakage
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the volumetric efficiency decreased. Unlike the previous case, the
isentropic efficiency increased with the larger gap sizes. This un-
expected result occurs because the change in enthalpy across the
compressor decreases with the increase in the gap size. The de-
crease in enthalpy change is due to the fact that the discharge
pressure decreases as the gap size increases. As the discharge
pressure decreases, the pressure ratio of the compressor ap-
proaches that of the system pressure ratio. The pressure volume
curve associated with this study was plotted and is shown in Fig.
12.

The question then arises why does the discharge pressure de-
crease with increasing gap size. From the single parametric study
of gap size variation, it was concluded that as the leakage in-
creases the pocket pressure increases as a result of the mixing
process with the leaked gas. One reason the pressure decreases is
because with larger gap sizes there is less mass inside the final
compression pockets which implies that more must leak out than
leaks into these pockets. A ‘‘reverse leakage’’ phenomenon that
occurs in the model explains this unpredicted result. At the begin-
ning of the compression process the cases with larger gap sizes
have higher corresponding pocket pressures. At the middle to end
of the compression process, the pressure inside the pockets begins
to decrease for the larger gap sizes. For the case of over compres-
sion, the gas pressure inside the final compression pockets can be
greater than the gas which is about to be expelled from the inner
portion of the scroll set. Therefore, the gas in these pockets can
leak into the outer periphery pockets AND into the inner portion
of the scroll set. Because of the two leakage paths, the mass of gas
inside the pockets at the end of the compression process decreases
with larger gap sizes. This phenomenon of reverse leakage has not
yet been measured or verified so more testing is needed in this
area.

6 Conclusion
In conclusion a detailed computer model was developed to pre-

dict the performance of a scroll compressor including its efficien-
cies, power, capacity, and volumetric flow rate. Some of the major
findings obtained from the results of the computer model and the
literature review are listed below.

• The scroll compressor consists of two spiral shaped scroll
wraps which when mated together form successive crescent
shaped pockets. Through the orbiting motion of the moving scroll,
the volumes of vapor filled pockets are continuously reduced and
the vapor becomes compressed.

• The two primary leakage paths inside the scroll compressor
are radial and circumferential leakage.

• Radial leakage dominates for most of the compression pro-
cess while circumferential leakage dominates at the end of the
process.

• For the case of under compression more gas leaks into a
pocket than leaks out.

• For the case of over compression gas leaks from one pocket
into the outer periphery pockets and into the inner pockets of the
scroll set~reverse leakage!.

• The size of the clearances associated with internal leakage
influence the volumetric efficiency more than the isentropic effi-
ciency.

• The effects of over and under compression influence the isen-
tropic efficiency more than the volumetric efficiency.

• Isentropic efficiency decreases at a more rapid rate for over
compression than for the case of under compression.

• Over and under compression increase the work of the com-
pressor as compared to a compressor with a pressure ratio equal to
that of the system.

Nomenclature

r 5 density
f 5 friction factor

hmotor 5 motor efficiency
g 5 polytropic exponent

DP 5 pressure difference
ṁ 5 refrigerant mass flow rate

h isentropic 5 isentropic efficiency
hvolumetric 5 volumetric efficiency

Dh 5 hydraulic diameter
h1 ,h2 5 specific enthalpy before and after an event

hin ,hout 5 specific enthalpy of vapor entering and exiting
compressor

H leak 5 enthalpy of leakage back to suction chamber
hLeakin 5 specific enthalpy of refrigerant leaking into a

pocket
hLeakout 5 specific enthalpy of refrigerant leaking out of a

pocket
hmix 5 specific enthalpy of gas mixture in suction

chamber
hnearby 5 specific enthalpy of nearby point for linear

expansion
Le 5 entrance length

Mass1,Mass2 5 mass of refrigerant inside pocket
MassFreshGas5 mass of fresh gas entering into the compressor

Massideal 5 ideal mass of refrigerant in the first compres-
sion pocket

Massleak 5 mass of refrigerant leakage back to suction
reservoir

MassLeakin 5 mass of refrigerant leaking into a pocket
MassLeakout 5 mass of refrigerant leaking out of a pocket

Massmix 5 assumed mass of mixture
Massreal 5 actual mass of refrigerant in the first compres-

sion pocket
P1 ,P2 5 pressure before and after an event
Pnearby 5 pressure of nearby point for linear expansion
Power 5 compressor power

Q 5 volumetric flow rate
Re 5 Reynolds number

RPM 5 revolutions per minute
u1 ,u2 5 specific internal energy of pocket before and

after an event
V 5 velocity of leakage

V1 ,V2 5 volume of pocket before and after an event
Volratio 5 fixed volume ratio of compressor
Vpocket1 5 volume of first compression pocket
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Determination of Propane and Air
Maximum Mixing Times
The model of gaseous fuel and air mixing, developed by the authors, is applied here to
calculate maximum mixing times of propane and air. The degree of mixing is determined
using the mass fraction of fuel while the rate of mixing is determined from the rate of this
mass fraction. The values of both these parameters are local, i.e., measured within an
infinitesimal element of fluid. A Eulerian representation is used. The model is based on the
assumption that both fuel and air behave as a single chemical species. It is further
assumed that pressure is low and only fuel and air are present within the fluid element.
Under nonreacting conditions, the model is valid anywhere in the combustor. Under
reacting conditions, the model is valid within those combustor regions where the fuel–air
mixture is not flammable. The results of this analysis show that mixing times of propane
and air are most reduced by high gradients of temperature and velocity, as long as these
gradients provide in phase contribution. To a lesser degree, high gradients of pressure
also help reduce mixing times. High initial pressure and temperature increase mixing
time. Mixing with air penetration into the fuel flow is slower than with propane dispersion
into the surrounding air. In general, the exact mixing time has to be determined numeri-
cally. Nevertheless, the analytical solutions included here provide maximum mixing times
of propane and air under most conditions. These results provide important guidelines for
the development of high intensity, high efficiency, and low emission combustors.
@DOI: 10.1115/1.1338946#

Introduction
A model that unifies the treatment of mechanical and diffusive

mixing of fuel and air is needed in order to solve the practical
problems of combustor design@1#. The authors have presented
such a mixing model in their previous publication@2–7#. The
model is enhanced and applied here to examine the mixing of
propane and air.

The model quantifies the degree and rate of mixing within an
infinitesimal element of fluid using the local mass fraction of fuel
and the rate of this fraction, i.e., the total derivative of fuel mass
fraction with respect to time, respectively. The fluid element is
analyzed in an Eulerian frame of reference. The model uses the
ideal gas law and is therefore limited to combustors operating at
low pressures. It is further assumed that fuel and air behave like a
single chemical species and other chemical species are present
only in trace amounts within the infinitesimal fluid element.
Chemical reactions do not occur within the mixture element being
analyzed but may occur elsewhere in the combustor and subse-
quently change the local temperature.

The Model
Assume a fluid element contains only fuel and air. The local

mass fraction of fuel within the element, based on the ideal gas
law @2,6#, is given by:

yf5
r f
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M f

M f2Ma
F12Ma

P

RTrG (1)

The total derivative of Eq.~1! with respect to time provides the
rate of mixing, dyf /dt, ~and therefore defines mixing in a
straightforward manner@8#!, i.e.,
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Because Eq.~2! combines both mechanical and diffusive mix-
ing in a single step@6,7# dyf /dt is the overall rate of mixing as
sought by Guyon et al.@1#. The total derivative of pressure with
respect to timedP/dt will be called rate of pressure. The total
derivative of temperature with respect to timedT/dt will be called
rate of temperature. The total derivative of density with respect to
time dr/dt will be called rate of density. The rate of pressure can
be written as:
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(3)

The rate of temperature can be determined in a similar manner.
The equation of continuity@8# show that the total derivative of
fluid density with respect to timedr/dt is given by

dr

dt
52r¹W •~UW ! (4)

Equation~2! also shows that mixing is due to rates of pressure
~i.e., total derivative of pressure with respect to time!, rates of
temperature, or velocity divergence, whenever the model assump-
tions are applicable.

The rates of pressure and temperature are correlated with gra-
dients of pressure and temperature, respectively. The overall ve-
locity divergence is correlated with velocity gradients. The overall
velocity includes both flow and diffusion velocity. The molecular
weight of fuel, initial pressure, temperature, and molecular weight
of the mixture also affects the rate of mixing. The molecular
weight of mixtureM can be determined from:

M5xfM f1~12xf !Ma (5)

where the mole fraction of fuelxf is given by:
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Therefore, Eq.~5! can be written as:

M5Ma /@11yf~Ma /M f21!# (6)
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Based on Eqs.~2! and ~4!, the rate of fuel mass fraction can be
written as:
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and therefore,
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By definition, the average value of a parameterk(t) over a time
durationt is given by:
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From Eqs.~8! and ~9!:
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For any gaseous fuel, the fuel-lean mixing timet1 can be cal-

culated using Eq.~10!, i.e.,
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21u

uM f~Ma2M f !
21u

G
^P21dP/dt&2^T21dT/dt&1^div UW &

(11)

Equation~10! also provides the fuel-rich mixingt r :

t r5

lnF uyf~ t r !1M f~Ma2M f !
21u

u11M f~Ma2M f !
21u

G
^P21dP/dt&2^T21dT/dt&1^div UW &

(12)

For propane and air, Eq.~11! becomes:

t l5
20.011

^P21dP/dt&2^T21dT/dt&1^div UW &
(13)

and Eq.~12! becomes:

t r5
0.3749

^P21dP/dt&2^T21dT/dt&1^div UW &
(14)

Two mixing mechanisms that can be distinguished are the pen-
etration of air into the fuel flow and the dispersion of fuel into the
surrounding air@2–6#. The times required to obtain a flammable
mixture within fuel and within the surrounding air are, called the
fuel-rich mixing timet r and fuel-lean mixing timet l , respectively
@5#. Propane–air mixtures reach the upper and lower flammability
limit when the mass fraction of fuel is 0.1382 and 0.0317, respec-
tively @8#. Therefore,t r is the time required to reduce the fuel
mass fraction from 1 to 0.1382 within the fuel flow, whilet l is the
time required to raise the fuel mass fraction from 0 to 0.0319
within the surrounding air.

In general, the average logarithmic derivatives of pressure,
^P21dP/dt&, and temperature,̂T21dT/dt&, and the average ve-
locity divergence,̂div UW &, depend on mixing times. Therefore, the
calculation of exact fuel-rich and fuel-lean mixing times involves
numerical iteration. Nevertheless, if the range of velocity diver-
gence and logarithmic rate of pressure and temperature are
known, Eqs.~13! and ~14! provide analytical solutions for maxi-

mum mixing times. Assume two variables,w andz, so that they
obey the following constraints:w.0, z.0, anddz>0. Then

w

z
>

w

z1dz

Therefore, whenever the distributions of pressure, temperature,
and velocity within the fuel flow obey the following restrictions:

d~ ln P!/dt>@d~ ln P!/dt#min.0

dT/dt<0

div UW >0

the fuel-rich mixing timet r is smaller than

t r<
0.3749

@d~ ln P!/dt#min
(15)

For distributions of pressure, temperature, and velocity that satisfy
the conditions:

dP/dt>0

d~ ln T!/dt<@d~ ln T!/dt#max,0

div UW >0

the fuel-rich mixing timet r is smaller than:

t r<
0.3749

2@d~ ln T!/dt#max
(16)

Distributions of pressure, temperature, and velocity, as given
below,

dP/dt>0

dT/dt<0

div UW >~div UW !min.0

provide the fuel-rich mixing time limited by:

t r<
0.3749

~div UW !min

(17)

Within air, distributions of pressure, temperature, and velocity
that obey the following conditions:

d~ ln P!/dt<@d~ ln P!/dt#max,0

dT/dt>0

div UW <0

provide a fuel-lean mixing timet l that is smaller than

t l<
20.011

@d~ ln P!/dt#max
(18)

For distributions of pressure, temperature, and velocity that satisfy
the conditions:

dP/dt<0

d~ ln T!/dt>@d~ ln T!/dt#min.0

div UW <0

the fuel-lean mixing timet l is less than

t l<
20.011

@d~ ln T!/dt#min
(19)

Finally, if

dP/dt<0
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dT/dt>0

div UW <~div UW !max,0

then

t l<
20.011

@div UW #max

(20)

The mixing model presented here is applicable to any combustor
geometry and operational conditions, as long as pressure does not
exceed 10 atm.

Diffusion Modeling
Previous mixing studies@8# isolate convective and diffusion

transport for each species. For example, the ordinary diffusion law
is written as@9#:

d~ni /n!

dt
5DDS ni

n D (21)

where,D ~s21! is the diffusion coefficient,ni is the number of
moles of speciei, n is the total number of moles, andt is time ~s!.

The diffusion law is considered in conjunction with the conser-
vation law of mass, species, momentum, and rates of energy and
chemical reactions in a complex system using partial differential
equations. Usually, the system cannot be solved without some
approximations@8# which restrict the applicability of the resulting
model. As an example, a typical approximation is:

d~r i /r!

dt
'

1

r

dr i

dt

wherer is the mixture density andr i is the density of speciei.
The inclusion of this approximation produces a diffusion model

that is adequate only for trace species. In addition, a complex
model is more difficult to use. To simplify the mixing model,
diffusion should be included in another manner. The total number
of moles present in a gaseous mixture of fuel and air is:

n5nf1na (22)

wherenf is the number of moles of fuel andna is the number of
moles of air.
Using the ideal gas law:

P

r
5

RT

M
(23)

The molecular weight of mixture~kg/mole! M is:

M5
nf

n
M f1

na

n
Ma (24)

If pressure, temperature, and total density are constant, the mo-
lecular weight of mixture is constant, see Eq.~23!. Equation~22!
and ~24! can be written as:

nf

n
1

na

n
51

nf

n
M f1

na

n
Ma5M

Therefore,

d~nf /n!

dt
1

d~na /n!

dt
50 (25)

M f

d~nf /n!

dt
1Ma

d~na /n!

dt
5

dM

dt
50 (26)

From Eqs.~25! and ~26!

M f

d~nf /n!

dt
1M f

d~na /n!

dt
50 (27)

M f

d~nf /n!

dt
1Ma

d~na /n!

dt
50 (28)

Subtracting Eq.~27! from Eq. ~28!:

~Ma2M f !
d~na /n!

dt
50 (29)

Assuming that fuel and air molecular weights are different Eq.
~29! shows that:

d~na /n!

dt
50

Substituting this result in Eq.~25! yields

d~nf /n!

dt
5

d~na /n!

dt
50

i.e., any diffusion process is linked to a rate of pressure, tempera-
ture, or overall velocity divergence. These rates are in turn corre-
lated with pressure and temperature gradients, see Eq.~3!. In other
words, the unified model implicitly includes all types of diffusion.

Numerical Approach
Maximum values of fuel-rich mixing time have been calculated

using Eqs.~15!–~17!. Maximum values of fuel-lean mixing time
were calculated using Eqs.~18!–~20!. The range of pressure, tem-
perature, and velocity distributions within the mixing region that
were considered here is given in Table 1. Such distributions are
characteristic of low pressure combustors. Calculations were per-
formed using MATHCAD 6.0.

Results and Discussion
Results are provided here to show the effect of distributions of

pressure, temperature, and velocity on propane and air mixing
times. Figure 1 shows the effect of pressure distribution on maxi-
mum values of both fuel-rich and fuel-lean mixing times. The left
curve shows the fuel-lean mixing time while the right curve shows
the fuel-rich mixing time. Both of these mixing times are in-
versely proportional to the logarithmic rate of pressure. The pres-
sure distribution facilitates mixing with fuel dispersion into
the surrounding air and air penetration into the fuel flow

Table 1 The range of pressure, temperature, and velocity distributions within the mixing region
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wheneverd(ln P)/dt,0 within air and d(ln P)/dt.0 within
fuel. For negligible temperature and velocity gradients, both mix-
ing times are inversely proportional to the rate of pressuredP/dt
and increase with high initial pressure. Therefore, both mixing
times tend to infinity when the rate of pressure tends to zero. For
similar rates of pressure, fuel-lean mixing times are about 20
times smaller than fuel-rich mixing times. In most combustors,
pressure is quite constant. Only high amplitude and high intensity
sound waves are expected to cause logarithmic rates of pressure
that exceed 1 s21 within fresh mixture. Normal rates of pressure
do not reach 100,000 Pa/s and would provide fuel-lean and fuel-
rich mixing times that exceed 0.01 and 0.2 s, respectively. Typical
gas residence times range from about a millisecond in a gas tur-
bine combustor to few seconds in furnaces. For enhanced mixing,
residence time should exceed mixing time by at least an order of
magnitude, i.e., mixing times should be less than 0.002 in gas
turbine combustors and 0.2 s in furnaces. As shown in Fig. 1,
usual rates of pressure may enhance fuel dispersion in furnaces,
but not in gas turbine combustors. Mixing with air penetration
into the fuel that is linked to pressure gradients is too slow for
both gas turbine and furnace applications. Similar results have
been noted for methane–air mixtures@3,5#.

Figure 2 shows the effect of temperature distribution on both
fuel-lean and fuel-rich mixing times. The left curve shows the
fuel-rich mixing time, while the right curve shows the fuel-lean
mixing time. For negligible rate of pressure and velocity diver-
gence, both these mixing times are inversely proportional to the
rate of temperature. Both mixing times tend to infinity when the
rate of temperature tends to zero and increase at high initial tem-

perature. Fuel cooling promotes air penetration into the fuel flow.
Air preheating promotes fuel dispersion into the surrounding air.
Therefore, propane preheating enhances both mixing mechanisms.
For fuels that are lighter than air, air preheating is recommended
@5#. Analogous to pressure gradients, temperature gradients pro-
vide fuel-lean mixing times that are 20 times smaller than the
fuel-rich mixing times. In furnaces, logarithmic rates of tempera-
ture having a magnitude of 10 or more can enhance both fuel
dispersion into the surrounding air and air penetration into the
fuel. For turbine gas combustors, logarithmic rates of temperature
that exceed 80 provide fuel-lean mixing times of less than 0.0002
s. Comparable rates of temperature provide fuel-rich mixing time
of more than 0.001 s.

The effect of velocity divergence on both mixing times is
shown in Fig. 3. The left curve shows the fuel-lean mixing time
while the right curve shows the fuel-rich mixing time. High ve-
locity divergence reduces both mixing times. Air pressure may be
decreasing~i.e., dP/dt<0! and fuel pressure may be increasing
~i.e., dP/dt>0!. Air and fuel may also be subject to heating and
cooling, respectively. As indicated before, the fuel-rich mixing
times are shown to be about 20 longer than the fuel-lean mixing
times for similar distributions of velocity. As an example, a ve-
locity divergence having a magnitude of 50 s21 provides fuel-rich
and fuel-lean mixing time of about 0.01 and 0.0002 s, respec-
tively, thereby enhancing mixing with fuel dispersing into the
surrounding air, but not with air penetrating into the fuel. To
achieve comparable fuel-rich and fuel-lean mixing times, velocity
gradients should be about 20 greater within fuel than air. There-
fore, mixing with fuel dispersion into the surrounding air is the
primary mixing mechanism. Operating conditions should be de-
signed to enhance fuel dispersion. For example air, and not pro-
pane should be subject to negative velocity divergence and heat-
ing. To enhance the secondary mixing mechanism~i.e., air
penetration into the fuel! propane should be subjected to positive
velocity divergence and cooling. Other combinations of velocity
divergence and rates of temperature reduce mixing and should be
avoided.

The limit of both mixing times is inversely proportional to ve-
locity divergence. Mixing times tend to infinity when velocity
divergence tends to zero and vice versa. As shown in Figs. 1–3
mixing times tend to infinity whenever the velocity divergence
and both rates of pressure and temperature are negligible. These
results are valid for all gaseous fuels having a molecular weight
different than air.

The effect of initial pressure and temperature on flammability
limits is small @8#. Higher initial temperature increases the upper
flammability limit and reduces the lower limit somewhat. As a
consequence actual fuel-lean and fuel-rich mixing times are re

Fig. 1 The effect of pressure distribution on both fuel-lean and
fuel-rich mixing times

Fig. 2 The effect temperature distribution on both fuel-lean
and fuel-rich mixing times

Fig. 3 The effect of velocity distribution on fuel-lean and fuel-
rich mixing times
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duced. Nevertheless, maximum mixing times do not change. A
higher initial pressure does not change the fuel-lean mixing time.
It reduces the fuel-rich mixing time slightly. Again, both maxi-
mum mixing times remain constant.

Figures 1–3 provide a priori information on the effect of dis-
tributions of pressure, temperature, and velocity whether the mix-
ture would result as ‘‘flammable mixture’’ within a given time.
Advance information on these distributions can reduce the de-
tailed Computational Fluid Dynamics~CFD! simulations and/or
laborious experimental studies for designing high intensity, high
efficiency and low emission combustors.

Conclusions
The results obtained from the model show that maximum mix-

ing times are inversely proportional to velocity divergence, loga-
rithmic rate of pressure, or logarithmic rate of temperature, when-
ever mixing is primarily due to gradients of velocity, pressure, or
temperature, respectively. Fuel dispersion is the primary mixing
mechanism and therefore, should be enhanced whenever possible.
Rates of pressure may provide enhanced mixing in furnaces. For
gas turbine combustors, mixing times of less than 0.0002 s are
desired. Only air heating at a logarithmic rate of 50 s21 and ve-
locity divergence of less than250 s21 enhance mixing in gas
turbine combustors. High initial temperature will result in reduced
mixing. Therefore, the higher the initial temperature, the more
important velocity divergence is for mixing enhancement. Air
heating should be combined with negative velocity divergence in
order to enhance mixing. Under reacting conditions, mixing takes
place in the vicinity of flame, and both fuel and air are subject to
heating. Propane preheating is recommended in order to enhance
both mixing mechanisms.
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Nomenclature

D 5 diffusion coefficient, s21

div UW 5 velocity divergence, s21

div UW max 5 maximum velocity divergence within air, s21

div UW min 5 minimum velocity divergence within fuel,
s21

d(ln P)/dt 5 logarithmic rate of pressure, s21

@d(ln P)/dt#max 5 maximum logarithmic rate of pressure within
air, s21

@d(ln P)/dt#min 5 minimum logarithmic rate of pressure within
fuel, s21

d(ln T)/dt 5 logarithmic rate of temperature, s21

@d(ln T)/dt#max 5 maximum logarithmic rate of temperature
within fuel, s21

@d(ln T)/dt#min 5 minimum logarithmic rate of temperature
within air, s21

M 5 molecular weight of mixture, kg/mole
Ma 5 molecular weight of air, kg/mole
M f 5 molecular weight of fuel, kg/mole
ma 5 mass of air, kg
mf 5 mass of fuel, kg
na 5 number of moles of air, dimensionless
nf 5 number of moles of fuel, dimensionless
P 5 pressure, N/m2

R 5 universal gas constant, J/mole-K
T 5 temperature, K
t 5 time, s

t l 5 fuel-lean mixing time, s
t r 5 fuel-rich mixing time, s
UW 5 velocity, m/s
xf 5 mole fraction of fuel, dimensionless
yf 5 mass fraction of fuel, dimensionless
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Influence of Imperfections in
Working Media on Diesel Engine
Indicator Process
Several improvements to the mathematical model for the indicator process in a diesel
engine cylinder are proposed. The thermodynamic behavior of working media is de-
scribed by the equation of state valid for real gases. Analytical mathematical dependen-
cies between thermal parameters (pressure, temperature, volume) and caloric parameters
(internal energy, enthalpy, specific heat capacities) have been obtained. These equations
have been applied to the various products encountered during the burning of fuel and the
gas mixture as a whole in the engine cylinder under conditions of high pressures. An
improved mathematical model, based on the first law of thermodynamics, has been de-
veloped by taking into account imperfections in the working media that appear under high
pressures. The numerical solution of the simultaneous differential equations is obtained
by Runge–Kutta-type method. The mathematical model is then used to solve the desired
practical problems in two different two-stroke turbo-charged engines: 8DKRN 74/160
and Sulzer-RLB66. Significant differences between the values calculated using ideal gas
behavior and the real gas at high-pressure conditions have been found. The numerical
experiments show that if the pressure is above 8 to 9 MPa, the imperfections in working
medium must be taken into consideration. The results obtained from the mathematical
dependencies of the caloric parameters can also be used to model energy conversion and
combustion processes in other thermal machines such as advanced gas turbine engines
with high-pressure ratios.@DOI: 10.1115/1.1339986#

Introduction
In recent years the peak values of pressure in some turbo-

charged diesel engines have reached 12–15 MPa. This rise of
pressure causes some difficulties in modeling the energy conver-
sion processes in the engine cylinders. This is because in the
existing mathematical models of indicator process, the thermody-
namic behavior of working medium is described by equations for
ideal gases, despite their modeling efforts for almost half a cen-
tury. Glagolev@1# provided a differential energy equation to de-
scribe the indicator process of a diesel engine by considering the
working medium as an ideal gas with constant~average! values
for internal energyu, enthalpyh, and specific heat capacitiescp
andcv during the process. Woschni@2# provided some improve-
ments by considering internal energyu and enthalpyh as a func-
tion of the temperature, i.e.,du5cvdT anddh5cpdT, whereT is
temperature. McAuley et al.,@3# took into account the influence of
temperature on specific heat capacitiescp and cv , and hence on
internal energy u and enthalpy h, i.e., du5d(cvT)5cvdT
1Tdcv anddh5d(cpT)5cpdT1Tcp . Samsonov@4# and Klaus
@5# took into account the influence of both temperature
and gas mixture composition asdu/dt5(]u/]T)dT/dt
1(]u/dF)dF/dt, wheret is time andF is fuel/air equivalence
ratio. In the existing mathematical models, the internal energyu,
enthalpyh, and specific heat capacitiescv andcp of the working
medium in the engine cylinder are defined only as a function of
temperature and the gas mixture composition. No mathematical
model is available that accounts for thermodynamic properties of
the working medium with respect to pressure~density or specific
volume!, i.e., these models do not view working medium as a real
gas. This ideal behavior assumption leads to considerable errors in
modeling the indicator process for the modern forced diesel en-

gines operating at very high peak pressures. The gas parameters,
therefore, must be defined by an equation of state valid for real
gases at high pressures, and thermodynamic properties of the air–
gas mixture defined by considering the imperfections in the work-
ing medium.

Objectives
The overall objective of this study is to develop an improved

mathematical model for the indicator process of diesel engine by
taking into account imperfections in the working media. The spe-
cific objectives are to

• define mathematical descriptions of the caloric parameters
(u,h,cv ,cp) as a function of the thermal parameters~tem-
peratureT, pressureP!, i.e.,
— enthalpy:h5h(P,T),
— internal energy:u5u(P,T),
— specific heat capacities:cv5cv(P,T), cp5cp(P,T);

• create a differential equation for the energy conversion pro-
cesses in the engine cylinder valid for real gasses at high
pressures and temperatures;

• provide numerical algorithms and model validation of the
developed differential equations;

• investigate the effects of imperfections in the working media
on combustion-related parameters in a diesel engine cylinder,
such as
— cylinder pressure,
— temperature in the cylinder,
— heat transfer coefficient,
— specific heat capacitiescv andcp ,
— gas mixture composition~mass fractions!,
— instantaneous values for air/fuel~A/F! ratio,
— fuel vaporization rate,
— fuel combustion rate.

The approach used for achieving the above objectives involved
parallel efforts between theoretical and experimental studies. The
theoretical study is used to develop an improved mathematical
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model based on the realistic thermodynamic properties in the en-
gine cylinder. The experimental study is used to provide the
model validation and model calibration.

Theory

Background. For a pressure of up to 30 Mpa, the Redlich–
Kwong equation of state is recommended for describing the ther-
modynamic behavior of gases@6#:

S P1
a

v~v1b!AT
D ~v2b!5RT (1)

whereP is pressure,T is temperature;v is specific volume, andR
is gas constant. Coefficientsa andb can be defined, considering
that all partial derivatives are equal to zero at the critical point.
For instance,

S ]P

]v D
Tc ,vc

50 S ]2P

]v2 D
Tc ,vc

50 (2)

Besides, at the critical point the Planck–Gibbs equation is valid:

S dP

dTD
Tc

5S ]P

]T D
vc

(3)

The values of the critical parametersPc , Tc , andvc for products
of combustion~e.g., N2, O2, CO2, CO, H2, H2O! are available,
e.g.,@7,8#.

Thermodynamic Properties of Pure Real Gases. If P
5Pc , T5Tc , andv5vc , the solution of Eqs.~2! and~3! allows
one to obtain the coefficientsa and b. The values obtained for
coefficientsa andb for products of combustion are shown below.
These coefficients are valid for the Redlich–Kwong equation of
state.

Gas a b

Nitrogen, N2 2042.0 0.0009969
Oxygen, O2 1613.0 0.0006395
Carbon dioxide, CO2 2906.0 0.0005555
Carbon oxide, CO 2018.0 0.0008635
Hydrogen, H2 33,942.9 0.0083852
Water ~steam!, H2O 33,700.5 0.0008180

The application of equation of state to real gases leads to some
complications. They follow from the necessity to lay down math-
ematical dependencies between thermal parameters~P, T, v! and
caloric parameters~internal energyu, enthalpyh, specific heat
capacitiescv andcp!. These problems can be solved by using the
following partial differential equations for the thermodynamic
properties@6#:

S ]u

]v D5TS ]P

]T D
v

2P (4a)

S ]h

]v D
T

5TS ]P

]T D
v

1vS ]P

]v D
T

(4b)

S ]cv

dv D
T

5TS ]2P

]T2D
v

(4c)

cp5cv2TS ]P

]T D
v

2S ]P

]v D
T

21

(4d)

The partial derivatives on the right side of Eq.~4! can be obtained
by differentiating the Redlich–Kwong equation~1!. After substi-
tuting partial derivatives in~4! and integrating, the following
mathematical dependency on the thermophysical properties of
working media have been obtained:

u~v,T!5uo~T!1
3

2

a

b

1

AT
lnS v

v1bD (5)

h~v,T!5ho~T!1
3

2

a

b

1

AT
lnS v

v1bD1
RTv
v2b

2
a

~v1b!AT
(6)

cv~v,T!5cvo
~T!2

3

4

a

b
T23/2 lnS v

v1bD (7)

cp~v,T!5cv~v,T!1TS R

v2b
1

a

2v~v1b!T3/2D 2

3S RT

~v2b!22
a~2v1b!

v2~v1b!2AT
D 21

(8)

where,uo(T), ho(T), and cvo(T) are values for ideal gas, and
they depend on the temperature only. Equations~5!–~8! enable
one to calculate the values of caloric parameters (u,h,cv ,cp) for
single ~i.e., not a mixture! real gases as affected by temperature
and specific volume~i.e., density!, which means both temperature
and pressure. The first terms on the right-hand side in these equa-
tions represent the temperature-dependent value of the corre-
sponding parameter, i.e., a value for ideal gas. These terms are
defined as

u0~T!5ao1a1T1a2T2, ho~T!5bo1b1T1b2T2,

cvo~T!5co1c1T1c2T2, cpo~T!5do1d1T1d2T2

Coefficientsai , bi , ci , and di for all products of combustion
(N2, O2, CO2, CO, H2, H2O) are defined by means of processing
the tables of experimental data@9# for u, h, cv , andcp using the
least squares theory@10#. The second term~and next, if present!
on the right side of Eqs.~5!–~8! provide the corrections caused by
the imperfections of the gasses. The equations~5!–~8! are valid
for single real gases only~not for a gas mixture!. The real working
media in the engine cylinder, however, is a mixture of real gases.
This necessitates the determination of mathematical dependencies
for defining the thermophysical properties for a mixture of real
gases~see below!.

Verification. The validity of Eqs. ~5!–~8! can be accom-
plished from the known thermodynamic dependencies between
enthalpy, internal energy, and specific heat capacity. If Eqs.~5!–
~8! are applied to ideal gases, then coefficientsa andb are equal to
zero. Besides, by definition, a gas is considered ideal if the spe-
cific volume is very high (v→`), or density is very low (r
→0). Under these conditions the forces of repulsion and attrac-
tion between the molecules are negligible, and there are no addi-
tional degrees of freedom in the molecules. This means that the
equations~5!–~8! should transform to equations for ideal gas.
Indeed:
If a50 andb50, then

u~v,T!5uo~T!, h~v,T!5ho~T!,

cv~v,T!5cv~T!, cp2cv5R

Also, if r→0 ~i.e., n→`!:

u~v,T!5uo~T!, h~v,T!5ho~T!,

cv~v,T!5cv~T!, cp2cv5R.

Besides, the derivative of the right-hand-side of Eq.~5! with re-
spect to the temperature is equal to the right-hand side of Eq.~7!,
and the derivative of the right-hand-side of Eq.~6! is equal to the
right-hand side of Eq.~8!, i.e., ]u/]T5cv , ]h/]T5cp , which is
well known, and hence illustrates the validity of Eqs.~5!–~8!.

Thermodynamic Properties of a Real Gas Mixtures—a
General Case. A mixture of ideal gas is an idealized picture. If
P→0 ~i.e., v→` or r→0!, the behavior of a gas mixture is
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described by equations valid for an ideal gas mixture. However, if
the pressure gets higher, the equations for ideal gases are not
correct. For instance, the Dalton laws~p5Spi andpi5pri! for a
mixture of real gases are not valid for high density~pressure!.
Mixing of real gases with equal pressureP and temperatureT in a
common volumeV leads to some changes of pressure and tem-
perature of the mixture in comparison with the initial values. If the
temperature and pressure of the mixture are restored to the previ-
ous value ofP andT, then the specific volumev will change as

v~P,T!5( @r iv i~P,T!#1Dv~P,T,r 1 ,r 2 ,r 3 , . . . ! (9)

wherer i ~i 51,2, . . . ) are the massfractions of components in a
gas mixture. This equation is valid for a mixture of real gases.
Indices i assign to thei th component of the gas mixture. The
caloric parameters~u, h, cv andcp! will also change as

u~P,T!5( @r iui~P,T!#1Du~P,T,r 1 ,r 2 ,r 3 , . . . !

(10a)

h~P,T!5( @r ihi~P,T!#1Dh~P,T,r 1 ,r 2 ,r 3 , . . . !

(10b)

cv~P,T!5( @r icv i
~P,T!#1Dcv~P,T,r 1 ,r 2 ,r 3 , . . . !

(10c)

cp~P,T!5( @r icpi
~P,T!#1Dcp~P,T,r 1 ,r 2 ,r 3 , . . . !

(10d)

The nonadditive correction forDu, Dh, Dcv , andDcp are func-
tions of the parameters for state and mass fractions of the compo-
nents. The correctionDv, Dh is interconnected. If one of them is
known, the others can be determined. The differential equation of
Shpillrain and Kessellman@7# can be used for this purpose:

S ]h

]PD
T,r

5v2TS ]v
]TD

P,r

(11)

This equation can be used to obtain the gas mixture enthalpy, if
one takes into consideration Eq.~9!:

S ]h

]PD
T,r

5Fv12TS ]v1

]T D
P
G r 11Fv22TS ]v2

]T D
P
G r 21 . . . 1Dv

2TS ]Dv
]T D

P,r

(12)

or

S ]h

]PD
T,r

5S ]h1

]P D
T,r

r 11S ]h2

]P D
T,r

r 21 . . . 1Dv2TS ]DT

]T D
P,r

(13)
Both sides of Eq.~11! may be integrated formally forT5const
from P50 to the current pressureP to obtain the following ex-
pression for the enthalpy:

h2h05~h12h1o!r 11~h22h2o!r 21 . . .

1E
0

pFDv2TS ]Dv
]T D

P,r
GdP (14)

where hio and ho are the respective enthalpies of the relative
component and mixture for ideal gases. Considering that

ho5ho1
r 11ho2

r 21¯ (15)

from ~14! and ~15!, it follows that

h5h1r 11h2r 21 . . . 1E
0

pFDv2TS ]Dv
]T D

P,r
GdP¯ (16)

Equation~16! is a concrete expression for~10b!. It confirms that
the correctionDh is connected with the correctionsDv:

Dh5E
0

PFDv2TS ]Dv
]T D

P,r
GdP (17)

Using the same approach the corrections for the other caloric pa-
rameters can be obtained by means ofDv:

Du5Dh2PDv (18)

Dcp52TE
0

PS ]2Dv
]T2 D

P

dP (19)

Dcv5Dcp1TS ]Dv
]T D

P

2 S ]Dv
]P D

T

21

(20)

Equations~17!–~20! show that forDh, Du, Dcp , and Dcv are
valid from the same differential equations which are valid for the
common properties. For instance, ifDv(P,T,r 1 ,r 2 , . . . ) is
known, it is easy to obtain the correction for the internal energy
Du, enthalpyDh, and specific heat capacityDcp andDcv .

Thermodynamic Properties of Real Gas Mixture in the En-
gine Cylinder. The numerical experiments showed that for gas
mixtures in the engine cylinder at pressures up to 20 MPa and
temperatures up to 3000 °C, the thermodynamic, behavior of the
mixture, as a whole, subordinates to the Amago law, i.e.,

Dv~P,T,r 1 ,r 2 , . . . !50 (21)

For this reason the mathematical model of the engine indicator
process can be simplified. Especially, the equations for describing
the caloric parameters of real gas mixture can be presented by
Dalton’s laws for gas mixture, although the components are real
gases. The working medium could be viewed as a real gas mix-
ture, containing three components only: ‘‘pure’’ air, ‘‘pure’’ gases
~which are products from the combustion of fuel for a stoichio-
metric air/fuel ratio!, and fuel vapors. However, the ‘‘pure’’ air
and ‘‘pure’’ gases themselves are viewed as real gas mixtures,
subordinating to the Amago law. It should be noted that coeffi-
cientsa and b do not depend on the correction for specific vol-
ume,Dv:

a5Sr iai , b5Sr iai (22)

The Differential Equation. Equations~5!–~8! and~17!–~20!
presented above allow one to develop an improved mathematical
model for the energy conversion process in a diesel engine cylin-
der. The engine cylinder is a thermodynamic system. The first law
of thermodynamics can describe the various ongoing processes in
the cylinder:

dQ5dU1P.dV (23)

This gives the dependency between heatdQ, internal energydU,
and mechanical workP.dV. It is convenient to present Eq.~23! in
a differential form with respect to the angle of the crankshaft
rotationw:

dU

dw
5

dQ

dw
2P

dV

dw
(24)

The rate of changing of absolute internal energy with respect to
the angle of the crankshaft rotation can be presented as

dU

dw
5

d~Mu!

dw
5M

du

dw
1u

dM

dw
(25)

whereM is the current mass of the working medium at the cylin-
der, viewed as a mixture from pure airM1 , pure gassesM2 , and
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fuel vaporsM3 remaining~i.e., not yet burned!. As a result, the
current value of the specific internal energyu is a function of the
mass fraction~percentages! of the componentsr 1 ,r 2 ,r 3 , tempera-
ture T, and specific volumev:

u5u~r 1 ,r 2 ,r 3 ,T,v ! (26)

The respective mass fractions are functions of the integral laws of
fuel combustionf b5 f b(w) and fuel vaporizationf v5 f v(w):

r 15r 1~ f b!, r 25r 2~ f b!, r 35r 3~ f b! (27)

Taking into account the circumstances~26! and~27!, Eq. ~25! can
be presented as

dU

dw
5Fdu

dT

dT

dw
1

]u

]r 1

dr1

d fb

d fb

dw
1

]u

]r 2

dr2

d fb

d fb

dw GM
1F ]u

dr3
S ]r 3

] f v

d fv

dw
2

]r 3

] f b

d fb

dw D1
]u

]v

dv
dwGM1u

dM

dw

(28)

The specific heat capacity is a function of temperature. Thus

du

dT
5

]u

]T
1

]u

]cv1

dcv1

dT
1

]u

]cv2

dcv2

dT
1

]u

]cv3

dcv3

dT

5cv~v,T!1T (
i 51

3 dcv i

dT
(29)

The following dependency was obtained for the current mass frac-
tion of the gas mixture components:

r 15mcL~l2 f b!/M (30a)

r 25mc@glL1 f b~L11!#/M (30b)

r 35mc~ f v2 f b!/M (30c)

whereL is the stoichiometric mass of air for burning 1 kg of fuel;
l is the air/fuel equivalence ratio;mc is the cycle amount of fuel
injected per cycle per cylinder~kg/cyc/cyl!; g is the coefficient of
residual gases; andf v5 f v(w) and f b5 f b(w) are current nondi-
mensional mass fractions of fuel vaporized and burned~so-called
integral laws of fuel vaporization and fuel combustion!. The dy-
namics of change of specific volume can be presented by the rates
of change of the working medium massM and current volumeV,
becausev5V/M :

dv
dw

5
]v
]V

dV

dw
1

]v
]M

dM

dw
5

1

M

dV

dw
2

V

M2

dM

dw
(31)

The heat-exchange rates can be presented as follows:

dQ

dw
5

dQc

dw
1h

dM

dw
2

dQw

dw
2

dQev

dw
2

dQd

dw
(32)

wheredQ/dw is the heat release rate due to the fuel combustion;
dQw /dw is the heat transfer rate between gases and cylinder
walls; dQev /dw is the heat-exchange rate due to the evaporating
of fuel; dQd /dw is the heat-exchange rate due to the dissociation
of products of burning; andh is the enthalpy of the working me-
dium viewed as a real gas mixture. The heat release rate can be
given as

dQc

dw
5mcQf

d fb

dw
(33)

In this equation,Qf is the fuel calorific value andd fb /dw is the
differential nondimensional law of fuel combustion, which corre-
sponds to the overall combustion rate,d fb /dt.

After substituting~29! into ~28!, and Eq.~32! into ~24!, one can
obtain the final differential equation for the first law of thermody-
namics, which is valid for the cylinder of a diesel engine:

MFcv~v,T!1T(
i 51

3 dcv i

dT G dT

dw

5mcQf

d fb

dw
2M S du

dr1

dr1

d fb
1

du

dr2

dr2

d fb
1

du

dr3

dr3

d fb
D d fb

dw

2M F ]u

]r 3

]r 3

] f b

d fV

dw
2

]u

]v S 1

M

dV

dw
2

V

M2

dM

dw D G
1~h2u!

dM

dw
2

dQW

dw
2

dQev

dw
2

dQd

dw
2P

dV

dw
(34)

Differential equation~34! describes the energy conversion process
in a diesel engine cylinder from the beginning of the real com-
pression process to opening of the exhaust valve/port. During the
indicator process~compression, combustion, expansion! the gas-
exchange valves/ports are closed~dM in /dw50; dMex/dw50!,
i.e., there is no mass exchange and energy exchange through the
inlet and exhaust valves/ports. For this case the mass balance in
the engine cylinder can be presented as

dM

dw
5mc

d fi

dw
2

dML

dw
(35)

i.e., the change of mass at the cylinder is caused by the fuel
injection ~d fi /dw is the nondimensional fuel injection rate! and
gas leakage through the piston rings,dML /dw. It is obvious that
before the beginning of fuel injectiond fi /dw50, d fv /dw50,
and d fb /dw50, i.e., no fuel injection, vaporization and
combustion.

In order to solve the differential equation~34! one needs

• mathematical descriptions for the caloric parameters~u, h,
cv , andcp!, i.e., the above-obtained Eqs.~5!–~8!

• mathematical model for the fuel vaporization@11#,
• mathematical model for the fuel combustion rate@11#,
• mathematical model for the heat transfer rate@12#,
• mathematical model for the leakage of gases through the pis-

ton rings@13#,
• Mathematical model for loses due to dissociation@14#,
• geometrical characteristics and kinematic dependencies of

crank mechanism for definingdV/dw via engine speedn,
rpm.

Numerical Solution
An algorithm has been developed to numerically integrate the

above system of nonlinear first-order differential equations. The
input data includes

• geometric parameters of engine:

— cylinder bore
— stroke
— geometry of combustion chamber
— piston rings geometry
— characteristics of crank shaft
— geometric compression ratio

• operating conditions

— fuel amount per cycle per cylinder
— fuel temperature at injector outlet
— engine speed
— ambient temperature and pressure
— cooling fluid temperature
— start of fuel injection

• thermo-physical constants
— fuel calorific value
— emissivity of cylinder walls
— fuel latent heat~heat of vaporization!
— fuel activation energy
— Semenov’s constants
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The differential equations are nonlinear, with variable coeffi-
cients. The standard fourth-order Runge–Kutta process@15# has
been applied to integrate these simultaneous first-order ordinary
differential equations. The stepDw of integration is variable. It
depends on the current truncation error of this Runge–Kutta pro-
cess@10#. The current truncation error is estimated by the rule of
Collatz @16#. An algorithm and FORTRAN program have been
developed for use on both a PC and a UNIX workstation. The
computing procedure is iterative. The solution allows one to get
curves for T5T(w), P5P(w), r i5r i(w), f v5 f v(w), and f b
5 f b(w) ~see Figs. 7–16!. In parallel with integration of the dif-
ferential equations, a numerical process has also been provided for
defining some of the integral parameters. As an example, the
mean indicated pressure is defined as

Pi5
1

Vb2Va
E

Va

Vb

PdV

50.5DwVc~«21!(
k51

N

@Pk~sinw10.5lc sin 2w!# (36)

wherelc is characteristic of the crank mechanism;k is the num-
ber of the current computing interval;« is the engine compression
ratio; Dw is the step of the independent variable; andVc is the
volume of the combustion chamber.

Model Validation
Figure 1 shows a comparison between the simulation, via both

the ideal and real gas models, and the experimental results on
pressure history in the cylinder for a two-stroke slow-speed ma-
rine turbo-charged diesel engine Sulzer, type 6RLB66. The model
used the same operating conditions as that in the experimental
case, i.e., engine speedn5140 rpm, fuel calorific value
542.39 MJ/kg~diesel fuel!, start of fuel injection5211°BTDC,
fuel amount50.03785 kg/cycle/cylinder, ambient pressure
5740 mm Hg and ambient temperature527°C. The ‘‘noise’’ in
the measured experimental curve is filtered by means of a win-
dowing method for filtration@17#. A comparison between the in-
tegral indicator parameters for the same engine and operating con-
ditions are shown in Table 1. In the case of the ideal gas model,
the influence of pressure~and therefore density! on the caloric
parameters~u, h, cv , andcp! has been ignored. It can be seen that
if the pressure in the engine cylinder is over 8–9 MPa, consider-
able differences exist between experimental and theoretical results
for the ideal gas model case. These differences exceed the errors
of the experiment~see Fig. 1 and Table 1!. The results clearly
show that the ideal gas model is not adequate to represent the real
indicator process at high pressures in the cylinder.

Table 2 shows a comparison between the predicted results ob-
tained from the real gas model and experimental data for marine
diesel engine 8DKRN 74/160-3 on the indicator parameters. The
differences between corresponding parameters are commensu-
rable with the experimental error. In Table 2,Pi is the mean
indicated pressure;Pc is the compression pressure;Pz is the peak
pressure of the cycle; andTg is the temperature of gases behind
the exhaust valve. Both the stochastic nature of the cycle variabil-
ity and the imperfections of diagnostic facilities cause the errors

Fig. 1 A comparison between the experimental data calcu-
lated „using both real and ideal gas models … results on indi-
cated pressure for engine 6RLB66

Table 1 A comparison between the predicted and experimen-
tal data for the integral parameters of marine diesel engine
‘‘Sulzer-6RLB66’’

Parameters

Modeling

Experimental
data

Ideal
gas

model
Real gas
model

Mean indicated
pressure~MPa!

1.451 1.572 1.554

Compression
pressure~MPa!

8.752 8.970 8.953

Peak pressure
of cycle ~MPa!

10.609 11.284 11.150

Specific indicated
fuel consumption
~kg/kW•h!

0.196 0.181 0.183

Heat losses in the
cooling fluid ~percent!

13.88 14.97 14.50

Table 2 A comparison between the model results and experimental data for engine 8 DKRN
74Õ160-3, for qÄ0.02654 kg Õcyc and nÄ100 rpm

Parameter Model

Experiment

Mean Probability Relative
error of

experiment
~percent!

Pi ~MPa! 0.70 0.7060.021 P(0.68,Pi,0.72)50.95
P(0.016,spi,0.051)50.95

3.03

Pc ~MPa! 3.62 3.5860.055 P(3.52,Pc,3.63)50.98
P(0.032,sPc,0.124)50.98

1.55

Pz ~MPa! 5.42 5.1460.175 P(4.97,Pz,5.32)50.99
P(0.083,sPc,0.378)50.99

3.42

Tg ~K! 631 62361.82 P(612,Tg,634)50.98
P(6.58,sTg,25.4)50.98

1.82

The experiments cited in Tables 1 and 2 and Fig. 1 have been performed by one of the authors~S.D.! during his affiliation in
Department of ‘‘Thermotechnics’’ at the Maritime Navigation Bulgar Co.
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and uncertainties. The relative errors of experiments for the pa-
rameters listed in Tables 1 and 2 are as follows:dPi53.03 per-
cent, dPc51.55 percent,dPz53.42 percent,ds f c53.1 percent,
anddP53.05 percent.

The comparison between the experimental data and numerical
results from the real gas model shows a very good agreement on
both the current value of the parameters~Fig. 1! and integral
parameters~Tables 1 and 2!. An examination of the results show
that the relative differences between the experimental data and
results from the real gas model for the integral indicator param-
eters are commensurable with the experimental error. The real gas
model developed here, therefore, does a good job to predict the
measured parameters, at least for the chosen conditions in the
engine. The general applicability of the model to other engines,
operating under high-pressure and high-temperature conditions,
require the availability of comprehensive experimental data so
that the general validity of the model can be confirmed. In the
absence of other experimental data one can conclude that the
model provides an opportunity of using the real gas model to
solve applied engineering problems.

Results and Discussions
Figure 2 shows the computed isotherms of carbon monoxide

viewed as a real gas~via the iterative solution of Eq. 1!. The
results show that the model is capable of providing the thermal
parameters~pressure, volume, and temperature! both for a single
gas and a gas mixture, viewed as real gas. Figures 3–6 show the
differences between the values for real gas and ideal gas for spe-
cific heat capacitiesDcv and Dcp , internal energyDu, and en-
thalpyDh. These examples are for carbon dioxide, but the model
can predict the thermodynamic behavior of any gas under high-
pressure and high-temperature conditions@Eqs.~5!–~8!#.

The mathematical model provides an opportunity to investigate
the effect of imperfections in the working media on various pa-
rameters in the cylinder during the indicator process. The results
obtained for the cylinder pressure, average temperature in the cyl-
inder, overall heat transfer coefficient, specific heat capacitiescv
andcp , gas mixture composition~mass fractions!, instantaneous
values for A/F ratio, fuel vaporization rate, and fuel combustion
rate are shown in Figs. 7–16. The results show a comparison on
the value of the respective parameters, obtained using the real gas
and ideal gas models.

It should be noted that the calculated results for pressure and
temperature, via the new mathematical model, depend not only on
the accuracy of equation of state~Ridlich–Kwong equation! but
also on the equations for caloric parameters of the gas mixture~u,
h, cv , andcp! in the engine cylinder. Furthermore, in this case,
the current~instantaneous! value of temperatureT and pressureP

influence the process of fuel vaporization and combustion and
vice versa. The mathematical model for the fuel combustion rate
@11# requires the instantaneous value of temperature and pressure,
but during the same time the fuel combustion rate strongly influ-
ences the temperature rate~and hence pressure! via the heat re-

Fig. 2 Isotherms for carbon monoxide viewed as a real gas

Fig. 3 Differences between the values of specific heat at con-
stant volume Dc v for real gas and ideal gas for carbon dioxide
at various pressures and temperatures

Fig. 4 Differences between the specific heat values at con-
stant pressure Dc p for real gas and ideal gas for carbon diox-
ide at various pressures and temperatures

Fig. 5 Differences between the internal energy value Du for
real gas and ideal gas for carbon dioxide at various pressures
and temperatures
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Fig. 6 Differences between the enthalpy values Dh for real
gas and ideal gas for carbon dioxide at various pressures and
temperatures

Fig. 7 Comparison between the results from the real gas
model and the ideal gas model on the cylinder pressure during
the combustion process for diesel engine 6RLB66

Fig. 8 Comparison between the results from the real gas
model and ideal gas model for the cylinder temperature during
the combustion process for diesel engine 6RLB66

Fig. 9 Comparison between the results from the real gas
model and the ideal gas model for the heat transfer coefficient
during the combustion process in the cylinder for engine
6RLB66

Fig. 10 Comparison between the results from the real gas
model and the ideal gas model for the heat transfer rate during
the combustion process in the cylinder for diesel engine
6RLB66

Fig. 11 Comparison between the results from the real gas
model and the ideal gas model for the specific heat at constant
volume c v during the combustion process for engine 6RLB66
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lease rate. Therefore, the mathematical model for fuel evaporation
and combustion plays a multiplying~accelerating! effect on the
temperature ratedT/dt ~T is temperature,t is time!. From this
point of view the comparison between Fig. 1 and Tables 1 and 2
confirms that the proposed ‘‘real gas’’ model is more precise.
These multiplying effects, in fact, enhance the advantages of us-

ing the proposed ‘‘real gas’’ model and disadvantages of the
‘‘ideal gas’’ model, in particular when the pressure in the engine
cylinder is high, in excess of 8 MPa.

Modeling studies have also been carried out with all coeffi-
cientsa andb ( i 51,2,3) in Eqs.~5!–~8! for thermophysical prop-
erties and the differential equation~34! of the first law of thermo-
dynamics set equal to zero. In this case the working medium has
been considered as an ideal gas, i.e., pressure~density! and tem-
perature influences on parametersu, h, cv , and cp have been
ignored. The numerical experiments show that if the pressure at
the engine cylinder is over 8–9 MPa, considerable differences
between experimental and theoretical data appear, and these dif-
ferences can exceed experimental errors. The results show that to
model the working process of a forced diesel engine, at high
maximum pressures~above 8–9 MPa!, the imperfections in the
working media must be taken into consideration.

Conclusions

• Mathematical dependencies between the caloric parameters
and thermal parameters have been provided to describe the ther-
modynamic behavior of real gases.

• An improved mathematical model has been developed for
calculating the indicator process of a diesel engine.

• The obtained mathematical dependencies for the thermo-
physical properties have a universal character. They can be used
for both real and ideal gases~single gas or a gas mixture! without
any adjustment.

Fig. 12 Comparison between the results from the real gas
model and the ideal gas model for the specific heat at constant
pressure c p during the combustion process for engine 6RLB66

Fig. 13 Current mass fractions of pure air and pure gas for the
real gas and ideal gas cases during the combustion process for
diesel engine 6RLB66

Fig. 14 Comparison of results between the real gas model and
the ideal gas model on the current A ÕF equivalence ratio during
the combustion process in the cylinder for engine 6RLB66

Fig. 15 Comparison of results between the real gas model and
the ideal gas model on the fuel vaporization rate and overall
combustion rate in the cylinder of diesel engine 6RLB66

Fig. 16 Comparison of results on the fuel mass vaporized, fuel
mass burnt, and fuel vapors remaining in the cylinder for the
related real and ideal gas models for diesel engine 6RLB66.
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• It has been demonstrated that to model the working process
of diesel engines, operating at pressures above 8–9 MPa, the im-
perfections in working media must be taken into consideration.

• The proposed model provides an opportunity to investigate
the effects of imperfections in the working media on the combus-
tion related parameters, such as pressure, temperature, thermody-
namic properties of air/gas mixture, heat transfer, fuel vaporiza-
tion and combustion rate, and current A/F ratio.

• The results obtained from the mathematical model on the
caloric parameters can be used to address combustion and energy
conversion processes in other thermal engines, such as advanced
gas turbine engines operating at high pressures.
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Nomenclature
Symbols

a 5 coefficient in the Redlich–Kwong equation of state,
N•m4

•kg2

b 5 coefficient in the Redlich–Kwong equation of state,
m3/kg

cv 5 specific isochoric heat capacity, J/kg.K
cp 5 specific isobaric heat capacity, J/kg.K
f b 5 overall nondimensional fuel mass fraction burned up

to the current
f v 5 nondimensional fuel mass fraction vaporized up to

the current moment of time
h 5 specific enthalpy of air/gas mixture, J/kg

M 5 current mass of air–gas mixture in the cylinder, kg
mb 5 mass of fuel burned up to the current moment of

time, kg
mc 5 total fuel mass injected per cycle per cylinder, kg
md 5 fuel mass burned up to the current moment under the

conditions of diffusion flame, kg
mp 5 fuel mass burned up to the current moment under the

conditions of premixed flame, kg
mv 5 fuel mass vaporized up to the current moment of

time, kg
n 5 engine rotating speed, rpm
P 5 pressure, N/m2

Qd 5 heat loss due to the dissociation
Qv 5 heat loss due to fuel vaporization
Qw 5 heat loss due to the heat transfer
Qf 5 fuel calorific value, J/kg
r i 5 ( i 51,2,3) mass fractions of ‘‘pure air,’’ ‘‘pure

gases,’’ and fuel vapors
R 5 gas constant, J/kg-K
t 5 time, sec

T 5 temperature~current! in the engine cylinder, K
u 5 specific internal energy, J/kg
v 5 specific volume of air/gas mixture, m3/kg
V 5 volume ~current! of the engine cylinder, m3

Greek Symbols

r 5 density of the air–gas mixture in the cylinder, kg/m3

ra 5 density of air, kg/m3

l 5 air/fuel equivalence ratio
l5~A/F!actual/~A/F!stoichiometric

lc 5 characteristic of the crank mechanism
F 5 fuel/air equivalence ratio

F5~F/A!actual/~F/A!stoichiometric
w 5 crank angle

Subscripts

b 5 fuel burned

c 5 cycle
c 5 cylinder
d 5 diffusion
d 5 dissociation

ev 5 evaporation
f 5 fuel
g 5 gasses
I 5 fuel injected
o 5 initial, originating value
p 5 premixed flame
S 5 overall, sum
v 5 fuel vaporized
w 5 cylinder wall

Definitions, Acronyms, Abbreviations

~A/F! 5 air/fuel ratio
air/fuel equivalence ratio5 ~A/F!actual/~A/F!stoichiometric
fuel/air equivalence ratio5 ~F/A!actual/~F/A!stoichiometric

CA 5 crank angle

Non-dimensional fuel mass fractions~accumulated percentages!:

f i5mi /mc 5 overall nondimensional fuel mass fraction in-
jected up to the current moment of time

f b5mb /mc 5 overall nondimensional fuel mass fraction
burned up to the current moment of time

f v5mv /mc 5 nondimensional fuel mass fraction vaporized
up to the current moment of time

Nondimensional rates:

FIR 5 fuel injection rate, 1/sec FIR5d fi /dt5d(mi /mc)/dt
FVR 5 fuel vaporization rate, 1/sec

FVR5d fv /dt5d(mv /mc)/dt
OCR 5 overall combustion rate, 1/sec

OCR5d fb /dt5d(mb /mc)/dt
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Design and Performance
Verification of a 62-MWt CFB
Boiler
The present paper discusses the goals and methods of design of a circulating fluidized bed
(CFB) boiler: A 62-MWt (75-T/h) CFB boiler was designed manually using experience
and available published data. The design was regenerated by an Expert System for evalu-
ation and confirmation of the manual design. Design choices and resulting surface areas
from these two approaches were compared and validated. Final confirmation of the
design can be obtained only from operation of the boiler. The boiler was built and
commissioned in the Jiangshu Province, China, firing the design coal. A comprehensive
test program was undertaken to monitor the performance of the boiler. Predicted perfor-
mance from both the manual design and the Expert System is compared with those
measured in the boiler. A reasonable agreement between the predicted performance and
measured values was obtained, which confirmed both experience-based design decision
and that from the Expert System.@DOI: 10.1115/1.1340621#

Keywords: Circulating Fluidized Bed Boiler, Design, Expert System

Introduction
Trigeneration is a clean coal technology in which coal is used

to simultaneously generate electricity, process steam, and fuel gas.
This system partially gasifies the coal in an atmospheric pressure
reactor. The carbonaceous solid residue is burnt in a circulating
fluidized bed~CFB! boiler to produce steam for heat and electric-
ity generation. Thus, the boiler is an important component of a
trigeneration system. A trigeneration system was designed for the
Jiangshu Province of China@1#. This system required a 62-MWt
boiler that had to be designed to burn Pingdingshan coal.

Conventional procedure-based design methods cannot handle
all design issues involved in an emerging technology such as
CFBs. A great deal of manual intervention is required to address
the design issues. An Expert System@2,3#, based on both rules and
procedures, can perform this task efficiently. So the 62-MWt CFB
boiler for the trigeneration system was designed manually first.
Then an Expert System was used to evaluate the design and com-
pare its performance with those measured after commissioning of
the boiler.

A general arrangement of the boiler is shown in Fig. 1. The
main features of the boiler included high recycle ratio, high-
temperature cyclones, external heat exchanger, and in-duct
start-up burner. Coal and limestone are fed into the furnace using
two scraper conveyors. Unburned char and hot solids leave the
furnace at the top. It is separated in two hot cyclones. Collected
solids are returned to the furnace through a bubbling fluidized bed
external heat exchanger. Ash is drained just above the air distribu-
tor at the rear wall of the boiler. Additional details are given
elsewhere by Fang et al.@1#. The present paper concentrates on
the design method of the furnace.

Table 1 lists the main design parameters. The coal used in the
design was Chinese Pingdingshan bituminous~Table 2!. Average
size of the coal was 3 mm~0–8 mm!. Its density was 2200 kg/m3.
Limestone was used to capture sulfur during the operation. Its size
was between 0 and 2 mm and the average value was 0.25 mm.

The density of the limestone was 2700 kg/m3. The ratio of cal-
cium to sulfur was selected as 2 in the design for a sulfur capture
efficiency of 85 percent.

Expert System
An Expert System~CFBCAD! was developed by Greenfield

Research Inc.~GRI! in collaboration with the DalTech Dalhousie
University and Electricite de France with the support of fluidized
bed operators and boiler designers from Europe, North America,
and Asia. It is a commercially available Expert System for evalu-
ation of the design of circulating fluidized bed boilers.

For given input specification steam parameters and environ-
mental stipulations, and a given feed stock, CFBCAD© @3# opti-
mizes the size and configuration of a CFB boiler following a
default or designer-prescribed choice and methodology. Although
the Expert System carries out the entire design, the designer can
control and step into it while the design is in progress. The main
architecture of the program is given in Fig. 2. The main elements
of the design method include~1! input parameters;~2! designer
choice;~3! stoichiometric calculations;~4! steam enthalpy calcu-
lations; ~5! efficiency, flow rate of coal, limestone, and flue gas;
~6! design constraints;~7! heat duty distribution;~8! design of
cyclones;~9! design of the furnace;~10! design of the backpass;
and~11! matching of the different components. More details were
reported by LaFanechere et al.@4#.

Design Considerations
Three major aspects, i.e., furnace cross section, furnace height,

and furnace openings, are included in the design of the furnace
@5#. The furnace design is based on optimizing the combustion
efficiency of the fuel and the emission characteristics. The furnace
cross section is chosen primarily from combustion considerations.
The gas velocity and excess air level were predetermined as 6 m/s
and 20 percent, respectively. The combustor temperature was
set as 900°C in consideration of high combustion efficiency and
low SO2 and NOx emission. The furnace cross section is deter-
mined from the air flow, the gas velocity, and the fuel type. It is
2.45 m35.45 m for the present 62-MWt boiler. Furnace height is
based on the need to provide adequate residence time for combus-
tion of the fuel. It is also defined by the operating bed temperature
and the requirement of heat-transfer surfaces in the combustor.
These considerations led to the choice of 20 m in the design.

1Presently at Dalhousie University.
Contributed by the Power Division of THE AMERICAN SOCIETY OF MECHANI-

CAL ENGINEERSfor publication in the ASME JOURNAL OF ENGINEERING FORGAS
TURBINES AND POWER. Manuscript received by the Power Division, June 18, 2000;
final revision received by the ASME Headquarters, June 27, 2000. Editor: H. D.
Nelson.
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„1… Design of the Lower Furnace Zone. The bed material
in the lower furnace zone is fluidized by primary air. A narrow
cross section of 1.5 m35.45 m is used in order to keep the bed
moderately fluidized, even at a low load, which helps to maintain
a similar superficial gas velocity above and below the secondary
air level at all operating conditions. Thus it minimizes the risk of
agglomeration at low load conditions. Superficial gas velocity was
preset as 6 m/s at full load condition. The other important consid-
eration is the minimum pressure drop needed for stable fluidiza-
tion, especially at part-load conditions. No exposed heat-transfer

surface was included within this zone to avoid serious erosion
problems. It was lined with SiC plastic castable refractory and SiC
prefabricated components. The height of the lower furnace zone is
1.2 m. The heat release rate in the lower furnace was chosen to be
7.5 MW/m2 on the basis of analyses of similar boilers.

„2… Ratio of Primary to Secondary Air. In a CFB boiler, a
significant part of the combustion air is injected into the furnace
as secondary air to reduce the NOx emission. The ratio of primary
to secondary was selected as 60/40 in the design. The secondary
was injected into the furnace at different heights, i.e., 1.5 m, 2 m,
and 2.5 m above the air distributor. Injection velocity was 20 m/s
at full load condition.

„3… Design of the Upper Furnace Zone. A membrane wall
was chosen as enclosure as well as heat-transfer surface. The de-
signed surface area was 310 m2. Superficial gas velocity was set
as 6.7 m/s in this zone. Finned plates are welded onto the water
tubes of the membrane wall to protect from erosion. Also a nickel-
based alloy was spray-coated onto the leading row of the high-
temperature superheater for erosion protection. The heat release
rate chosen for the upper furnace is 5 MW/m2. This choice was
again based on experience with similar boilers.

„4… Furnace Openings. There are several openings in a
CFB furnace, depending to some extent on the manufacturing
preference. These are used for coal feed, sorbent feed, recycle
solids feed~and/or exit to external heat exchanger!, primary air
inlet, secondary air inlets, start-up burner inlet, and bed drain
openings. Their size, location, and number are important design
parameters.

Coal Feed Openings.A reduced number of coal feed points is
a major feature of a CFB boiler, which is a direct result of the
CFB’s superior level of mixing. Poor fuel distribution leads to a
reduction in combustion efficiency through increased hydrocarbon
and CO emissions, and increased calcination heat losses. Nonuni-
form fuel distribution may further lead to oxygen-deficient reduc-
ing zones causing bed agglomeration, slagging problems, and lo-
cal hot spots within the combustor. Nonuniform fuel distribution
also results in increased consumption of sorbent to achieve the
same SO2 emission level and may increase the NOx generation
rate. Therefore, too few feed points may be counterproductive.

To decide the number of coal feed points in a CFB boiler, the
following factors should be considered: Fuel properties, including
volatile content, reactivity, feed size distribution, and sulfur con-
tent and its forms~organic, pyritic, sulfatic!. The firing rate per
fuel feeder will determine the local concentration of fuel at the
feeder outlet; solid mixing in the bed; fuel distribution; cyclone
grade efficiency; recycle solids feed points; and cost.

Two parameters may influence the number of feed points in the
CFB boilers. They are firing rateq1 and mixing propertyq2 .
They can be calculated as the following equations:

q15BQ/nAf (1)

q25Af /n (2)

whereB is the coal firing rate,Q is the heating value of coal,n is
the number of coal feeders, andAf is the cross-section area of the

Fig. 1 62-MWt circulating fluidized bed boiler side elevation

Table 1 Main design parameters for the 62-MWt CFB boiler

Table 2 Ultimate analysis of Pingdingshan coal „as received
basis …
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furnace. The feeder size is easy to determine after the amount of
coal fired and the number of coal feed points is known. Based on
experience, the values chosen forq1 and q2 were 3.75 MW/m2

and 4.1 m2, respectively. Two coal feed ports were chosen, posi-
tioned on the front wall of the boiler. This gave an area served and
heat input per feed point as 4.1 m2 and 30.7 MW, respectively.

The coal feed ports are located in the lower furnace zone, as far
below the secondary air inlet points as possible. Also, they were
distributed around the furnace for good particles’ mixing and
longer residence time in the lower furnace zone before the coal
particles are entrained in the high-velocity gas region. The coal
feed ports are located at height 1.3 m above the air distributor and
1.5 m below the first row of secondary air ports.

Sorbent Feed Openings.The sorbent feed point is less critical
than the coal feed points because of the much slower reaction rate
of limestone compared to that of coal combustion. However, sor-
bent distribution is important to ensure a uniform concentration of
unreacted CaO in the CFB at the location where SO2 is released.
There are four methods of feeding sorbent into the furnace: Feed
it into the coal feeders; feed it into the recycle system; feed it into
the furnace directly; a combination of the above methods. The
main consideration is to achieve good mixing with the coal. In the
present design, the limestone is premixed with the coal before it is
fed into the furnace. The mixture is then fed into the furnace in the
coal feeders.

Recycle Solid Feed Openings.Two solid recycle ports under-
neath the cyclone were arranged on the front wall, 0.8 m above
the air distributor but below the first row of secondary inlet ports.
Such an arrangement allows the solids to mix well in the furnace
before they are entrained by the high-velocity gas. Thus, their
residence time in the lower furnace zone is increased. The solid
recycle system works on the principle of a pressure balance be-
tween the solid return leg and the furnace pressure above the solid
recycle point. These criteria were checked when determining the
height of the solid recycle point.

The size of the solid recycle port is decided by the external
solid circulating rate. Luo et al.~1989! recommended that the
solid velocity,Vs , in the standpipe should be less than 0.5 m/s,
whereVs51.6ds

0.5m/s andds is the diameter of the standpipe.

Primary Air Inlet Port. The primary air enters the base of the
bed through the air distributor. The velocity through a directional
air nozzle on the distributor was designed as 40 m/s. The pressure
drop of each nozzle is 1500 Pa at full load condition.

Secondary Air Inlet Port. Staged combustion is an important
feature of CFB boilers. Therefore, combustion air enters the fur-
nace as both primary and secondary supplies. It also has the ad-
vantage of reducing the fan power requirement and helps to create
a thermal storage at the bottom of the furnace. Low velocity re-
sults in a dense bed. So a large fraction of the bed solids remains

in this insulated lower section of the furnace. Thus, when there is
load demand, an increased air velocity can send greater amounts
of solids to the upper heat-absorbing section of the furnace. The
best location for the secondary air inlet ports is based upon a
combination of these aspects. Some designers prefer to inject the
secondary air in several heights above the distributor. This may
increase the oxygen concentration in stages for better coal burning
and maintain a low oxygen concentration in the furnace for mini-
mization of NOx formation. Therefore, the secondary air is fed
separately into the furnace at elevations 1.5 m, 2 m, and 2.5 m
above the distributor. A total of 14 ports are used, with 7 ports on
each side wall. A lower ratio of secondary to primary air would
reduce the penetration of the secondary air into the furnace. The
velocity of secondary air should be increased if a deeper penetra-
tion of secondary air into the furnace is desired. In the present
design, the penetration depth of the secondary air was observed to
be about 1 m at 20 m/s injection velocity in the tests.

Bed Drain. The bed drain extracts bed solids from the lowest
section of the bed. It serves two purposes:~1! To maintain the
required level of solid mass in the bed,~2! to maintain the size
distribution of solids. The size of a bed drain can be determined
based on the bottom ash flow produced in a CFB boiler. Each bed
drain point may serve 4–9 m2 of bed area. In the present design,
two bed drains were located very close to the air distributor in the
rear water wall of the furnace. Directional air nozzles oriented
towards the bed drain were used for fluidizing the bed material as
well as for pushing the bed ash to the drains. With this design, a
bottom ash cooler was arranged at the side of the boiler instead of
at the bottom. It saved the height between the bottom of the boiler
and the ground.

„5… Air Nozzle. Directional air nozzles were selected in the
design. Unidirectional air jets directed the ash towards the two
drains at the rear of the furnace.

„6… Start-Up. Oil or natural gas can be used to start up a
CFB boiler. There are two methods to start up a CFB boiler.

(a) Under Bed Start-Up. The primary air is heated by an
in-duct burner. The high-temperature gas passes through the dis-
tributor and then through the solids in the bed. Since the distribu-
tor is subjected to a high-temperature stress, it must be cooled.

(b) Above Bed Start-Up.Here an oil or natural-gas flame
hits the bed from the top. The hot gas does not contact the dis-
tributor. So there is no problem associated with the overheating of
the distributor, but only a fraction of the burner heat reaches the
solids. In the present design, an in-duct oil burner is located in the
primary air duct at the entrance to the combustion chamber. It
preheats the incoming air to the windbox. The fuel is fed into the
furnace only when the bed temperature is above the fuel ignition
temperature.

Fig. 2 Design procedure used by CFBCAD©
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„7… Load Control and Recycle System. The solids elutri-
ated from the furnace are separated in two streams. Each passes
through a 3 mdiameter~ID! high-temperature cyclone. An exter-
nal heat exchanger~EHE! is used to combine the duty of heat
transfer from the recycle solids and a solid recycle device. It is
designed for easy control of the heat load during the boiler opera-
tion. Heat absorption by the heat exchanger tubes can be easily
controlled by bypassing the solids through the EHE. Two loop-
seal devices that recycle solids back to the furnace are located
down stream of the EHE.

Comparison of Design Between Manual and Expert
System

The Expert System, CFBCAD©2.1@3#, was used to regenerate
and evaluate the manual design. Required input parameters are
given in Tables 1 and 2. The Expert System developed design
results for the 62-MWt CFB boiler. Design results from the Ex-
pert System are discussed below.

„1… Heat Duty Distribution. Feed water enters the econo-
mizer at 150°C. Steam is raised in an evaporator in the furnace. It
is then superheated to 450°C at 3.82 MPa in a superheater. The
combustion air is preheated in an air heater using the sensible heat
of the flue gas leaving the economizer. Heat absorption in the
furnace and EHE maintains the design furnace temperature. There
are several considerations used to arrive at this design decision
@4#. The most important of these is to assign the entire evaporative
heat load to the furnace.

Figure 3 compares the heat duty distributions of water wall,
superheater, economizer, EHE, and air heater computed on the
basis of manual design and Expert System design. The Expert
System made greater use of the furnace water wall and less on the
superheater, economizer, and EHE. The difference is within few
percentage points, which is a result of the small difference in
design decisions.

„2… Furnace Cross Section and Height. The Expert Sys-
tem gave a cross-section area 2.5435.5 m2, which was 4.6 per-
cent larger than that computed from the manual design, for a fixed
furnace height at 20 m. The Expert System used a heat release rate
of bed area as the guiding factor while the manual design used
fluidization velocity as the guide. Both approaches are valid.

„3… Heat-Transfer Surface. Heat-transfer surface areas
computed manually and by CFBCAD©2.1@3# are compared in
Fig. 4. Results for water wall and EHE area are similar. The small
difference is a reflection of the difference in heat duty distribution.
However, differences in heating surface areas for the superheater,
economizer, and air heater are significant. These components are

located in the backpass. Considering the potential erosion for a
tube, a relatively low gas velocity~7.5 m/s! was selected in the
backpass in the manual design. This gave a lower heat-transfer
coefficient compared to that obtainable from 12 m/s gas velocity
chosen by the Expert System. Thus a larger heat-transfer surface
area is required in the manual design. But this trend is not noticed
for the economizer and the superheater. The design method of a
CFB furnace is less mature than that for the backpass. Some of the
difference shown in Fig. 4 may come from different designer’s
preferences.

Operation Experience
Both manual and Expert System designs are theoretical exer-

cises. Even a perfect agreement in the designs and performance
predictions has little value if the boiler built to these designs fails
to attain the specified performance. While the foregoing discus-
sions verified details of the design, the real test of their validity
lies in the actual performance of the boiler when built. The 62-
MWt CFB boiler, designed above, was constructed and commis-
sioned in 1995. It is operated in the Jiangshu Province of China on
the design Pingdingshan coal. Operating results have shown the
boiler to have wide fuel flexibility, easy load control, and high
combustion efficiency@1#. The following section discusses the
final test of the design methods. After commissioning, a compre-
hensive test program was undertaken in April 1996. After one
year of operation, all teething problems were solved and the boiler
was stable and operating continuously. A variation of different
operating parameters was attempted. These included variation in
coal, heat load, bed temperature, and superficial gas velocity. Five
different coals were tested, with LHV ranging from 11.3 MJ/kg to
26 MJ/kg and the volatile content varying in the range of 8.7
percent to 33.95 percent. The boiler operated under different heat
loads varying from 115 percent to 36 percent. The boiler effi-
ciency was about 88 percent and the combustion efficiency
reached 97 percent at full load in the tests@1#.

Figure 5 shows heat duty distributions for different heat-
transfer surfaces at different heat loads. The designed heat absorp-
tion in the water wall was 55 percent~Fig. 3!. The measured heat
absorption in the water wall at full load~100 percent! is also close
to 55 percent~Fig. 5!. Experiments show that heat transfer to the
water wall increases, while that to the other heat-transfer surfaces
~apart from the air heater! decreases with decreasing load. As the
load decreased, the air flow also decreased, along with a reduction
in the coal feed rate. Secondary air is the main adjusting param-
eter, as primary air has to be kept constant to maintain the bed at
minimum fluidization. The suspension density profile along the
bed height in the furnace changes as the primary to secondary air
ratio changes. More solids drop out of the upper furnace zone to
fall in the lower furnace zone as the gas velocity decreases. This

Fig. 3 Heat duty distribution by manual design and the Expert
System

Fig. 4 Heat-transfer surface area by manual design and the
Expert System
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reduces the voidage in the lower furnace and the carryover rate to
the upper furnace. Since the heat-transfer coefficient depends on
solid concentration, the heat-transfer coefficients in the upper fur-
nace zone decrease when the secondary air decreases@6#. Thus,
the heat absorbed in the lower furnace increases. A comparison of
heat duty distribution at different loads is shown in Fig. 5.

The bed temperature increased with load as more coal was fed
into the furnace. However, the combustion efficiency and boiler
thermal efficiency did not change much in the tests. It is shown in
Fig. 6.

As mentioned above, during load reduction the air flow rate
decreased along with the decreasing feed rate of coal. Figure 7
shows how superficial gas velocity in the furnace decreases with
reducing load. It is also apparent that the ratio of secondary to
primary air decreases with reducing load as the secondary air is
the main adjusting parameter in air flow control. The EHE showed
its good load-adjusting capability during the comprehensive test
run of the boiler. It played an important role in the boiler load
variations from 115 percent to 36 percent. Figure 8 gives the heat
absorbed by the EHE at different boiler load@7#.

Conclusion
Design considerations and method are discussed for a 62-MWt

CFB boiler based on experience and available published data.
Predicted performance from a manual design procedure and from
an Expert System compares favorably with those measured from
the boiler in operation. This validates the usefulness of the Expert
System for design of a CFB boiler. Comprehensive test results of
the boiler show that the design was successful in meeting its per-
formance objectives. Reasonable agreement between the predicted
performance and measured values was obtained.
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Nomenclature

Af 5 cross section area of furnace, m2

B 5 coal firing rate, kg/s
ds 5 standpipe diameter, m
n 5 number of coal feeders
Q 5 heating value of coal, kJ/kg
q1 5 firing rate, kJ/m2

q2 5 mixing property, m2

Tg 5 bed temperature, °C
Vg 5 superficial gas velocity, m/s
Vs 5 solid velocity in standpipe, m/s

Fig. 5 Heat duty distribution to different heat-transfer sur-
faces at different boiler loads

Fig. 6 Combustion efficiency, boiler efficiency, and bed tem-
perature variations with boiler load

Fig. 7 Superficial gas velocity and SA ÕPA ratio variations with
boiler load

Fig. 8 Heat absorbed by the EHE during boiler load variations
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Dynamic Optimization of Startup
and Load-Increasing Processes
in Power Plants—Part I: Method
The fast startup and load-increasing process of power plants is a complex task involving
several restrictions that have to be fulfilled simultaneously. An important restriction is the
maximum allowed thermal stress of the steam generator pipes and the steam turbines
caused by temperature gradients. In this paper the startup process is treated as a dynamic
optimization problem. Any appropriate objective function can be used in this optimization
problem. Examples include the minimization of fuel consumption or the minimization of
the time required to reach the desired load. The maximum allowable temperature and
pressure gradients in major plant components appear as additional constraints. In this
paper a general method for solving these problems is presented: The dynamic process
model, consisting of first-order ordinary differential equations (ODEs) and algebraic
equations, is discretized over the time horizon using well established methods for the
solution of ODEs. Thus, the continuous dynamic optimization problem is transformed into
a large-scale non-linear parameter optimization problem with up to 20,000 optimization
parameters and constraints. Such parameter optimization problems can be solved with
appropriate sequential quadratic programming (SQP) methods that have become avail-
able lately. An application of this method is presented in the second part of this study by
optimizing the process of rapid load increase in a single-pressure combined-cycle power
plant on the basis of a simplified model.@DOI: 10.1115/1.1286728#

1 Introduction
The design of power plants focuses on steady-state operation

and high efficiency at full load. However, the startup and shut-
down procedures in a plant are events that occur quite frequently.
Even large coal fired power plants that have been designed origi-
nally for base load operation are reported to go through about 100
startups per year@1#. The control of these startup procedures is
very important because the life span of power plants is severely
affected by thermal stresses caused by temperature gradients in
the thick parts of the steam generator piping and in the steam
turbines. Considering the plant safety as the first priority can re-
sult in a relatively slow startup procedure that takes a long time to
reach the desired load. On the other hand, the startup procedure
should, for economic reasons, be accomplished in the shortest
time with a minimum fuel consumption. The same applies to load-
increasing procedures, particularly when a significant load in-
crease is required, as for example, in the morning after the load of
a power plant has been reduced to low load over night.

This discussion shows that the startup and load-increasing pro-
cesses of power plants can be treated as a dynamic optimization
problem: find a control profile for each main control variable~e.g.,
fuel flow rate, steam turbine inlet valve position! that minimizes
an appropriate objective function~e.g., time and/or fuel consump-
tion required to reach the desired load! and satisfies the constraints
on the temperature gradients.

The conventional method for generating admissible control pro-
files makes use of a detailed computer simulation of the power
plant performance. The input-output behavior of the plant is stud-
ied for different control profiles. In an iterative manner the control
profiles are modified to satisfy the constraints and to meet the
objectives in a better way. Usually, the control profiles are defined
over finite elements of the time horizon as ramps with different

slopes@2#. To apply some numerical optimization methods, the
slopes of each ramp can be treated as parameters of an optimiza-
tion problem@3#. The main disadvantage of this method is that
only control profiles consisting of different ramps are considered,
although actually the structure of the control profiles should be
left totally free. If the optimal control profile, for example, is a
polynomial of second order or has a discontinuous step, it will
never be found but only approximated with ramps causing the
startup or load-increasing process to take longer time and to con-
sume more fuel.

In this paper the dynamic processes of startup and load increas-
ing is treated in the most general way as a dynamic optimization
problem. In the last decade, methods have been developed that are
applicable to complex nonlinear dynamic optimization problems.
These methods have been developed for optimal control problems
in chemical engineering like batch-reactor and batch-distillation
control @4–7# but can be applied to any dynamic system described
by a differential algebraic equation system~DAE! that consists of
first-order ordinary differential equations~ODEs! and algebraic
equations.

There are two classes of methods: the parameterization of the
control variables on the one hand and the parameterization of both
the controland the state variables on the other hand. In this work
the second method, which is also known as the collocation
method, is applied. After the discretization, a large scale nonlinear
parameter optimization problem has to be solved. Only few com-
puter codes are known to be able to solve problems with up to
20,000 variables and constraints efficiently~see, e.g., Gill et al.
@8#; Betts and Frank@9#!. This task was done with the SQP-code
SNOPT developed by Gill et al.@8#.

In the next section a brief description of the numerical methods
is given and some new findings about appropriate collocation
methods are presented. In the third section the software imple-
mentation is described. An application of this software is pre-
sented in the second part of this study@10# that discusses the
optimization of the process of rapid load increase in a single-
pressure combined-cycle power plant.
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2 Mathematical Methods

2.1 Conditions of Optimality for a Continuous Optimiza-
tion Problem. In our work we consider fully implicit DAE sys-
tems that are described by ordinary differential equations and al-
gebraic equations. To just demonstrate some basic properties of
dynamic optimization problems, we will first discuss a problem
with an explicit ordinary differential equation system~see Bryson
and Ho@11# for details!:

ẋ5 f ~x,u,t !, (1)

wherex is thenx-component state vector,u is thenu-component
control vector andt is the time.

The dynamic optimization problem is now given by the mini-
mization of the functionalJ

min
u~ t !

J5 P̂~x~ t f !,u~ t f !,t f !1E
t0

t f

L~x,u,t !dt (2)

that consists of the functionP̂ at the end of the time interval being
considered (t f) and the integral ofL over the time horizon.

After introducing the Hamiltonian

H5L1lT~ t ! f , (3)

whereL is expanded by the product of the system functionsf and
the time-dependent Lagrangian multiplierl, we can write the
Euler-Lagrange equations as follows:

l̇T52
]H

]x
52

]L

]x
2lT

] f

]x
(4)

]H

]u
5

]L

]u
1lT

] f

]u
50. (5)

Equation~5! gives the optimality condition for the optimization
problem. Unfortunately, we only know the initial values of the
state vectorx and the values of the co-state vectorl at the final
time t f :

x~ t0!5x0 (6)

l~ t f !5
] P̂

]x
U

t f

. (7)

Equations~1! through~7! describe a two-point boundary-value
problem that is very difficult to solve numerically because guess
values must be initially assigned to the co-state vectorl(t0)
which is an abstract variable without physical meaning. With
multiple-shooting relatively small problems can be solved very
precisely~see, e.g., Bulirsch@12#; Deuflhard@13#; Deuflhard and
Bader@14#!. However, this method does not seem to be appropri-
ate for large nonlinear systems describing power plants.

2.2 Discretization Methods. The discretization methods
can be divided into two classes: In the first class only the control
variables are parameterized, whereas in the second class the state
and control variables are fully discretized using collocation tech-
niques. Both discretization methods can be applied to the dynamic
optimization of fully implicit DAE systems with inequality con-
straints and constraints at the final time point:

05 f ~ ẋ,x,u,t ! (8)

0<h~ ẋ,x,u,t ! (9)

05c~ ẋ~ t f !,x~ t f !,u~ t f !,t f ! (10)

x~ t0!5x0 (11)

min
u~ t !

J5P~x~ t f !,u~ t f !,t f !. (12)

In this notation,f includes all ordinary differential equations and
all algebraic equations of the DAE system. The state vectorx

consists of all variables appearing in the differential and the alge-
braic equation, i.e., in Eq.~8! not all components of vectorx
appear as derivatives. Note, that the objective functionP depends
only on the values of the variables at the final time point. Without
any loss of generality, this is essentially the same as the functional
given in Eq.~2! if we add one more state to the state vectorx and
the functionẋ5L(x,u,t) to f.

Control Parameterization Versus Collocation.Control pa-
rameterization methods discretize the control variables using a
finite set of parameters, for example, using low order polynomials
for each finite element of the time horizon. The system of con-
tinuous equations is still integrated with an appropriate step-size
controlled integration method; this is clearly an advantage of this
method compared to the full discretization by collocation where
the control of the integration error is difficult.

Through the parameterization of the control variables, the con-
tinuous optimization problem becomes a finite optimization prob-
lem with relatively few optimization parameters over the full dis-
cretization by collocation. The only problem is to calculate the
gradients of the objective function with respect to the parameters
of the control variables. This can be done by deriving the sensi-
tivity equation system that has to be integrated simultaneously to
the DAE system~see Vassiliadis et al.@6#; Barton et al.@7# for
details!. The sensitivity equation system is an ordinary differential
equation system of high order and has to be solved with high
accuracy to provide accurate gradient informations for the optimi-
zation with an SQP-solver. This can be viewed as a disadvantage
because it significantly increases the calculation time. Further-
more, path constraints on the state variables, like the maximum
value of a temperature gradient, are not easy to implement. For
these reasons the control parameterization has not been consid-
ered, but collocation methods have been applied.

Collocation methods discretize both the state variables and the
control variables over the time horizon. The main idea of collo-
cation is that the state variables are substituted by polynomial
expressions that have to satisfy the differential equations at the
discrete time-steps, the so-called collocation points. This means
that every continuous equation given in the system of Eqs.~8!–~9!
has to be applied at each discrete time-step with a polynomial
approximation of the time derivativesẋ in f, h andc. Every con-
trol and state variable at every time-step is treated as an optimi-
zation variable. Additional constraints like the maximum value of
a temperature gradient can easily be added to the set of equations.
In contrast to the control parameterization, where the simulation
steps and the optimization steps follow each other in a sequential
manner, the collocation method solves the simulation problem and
the optimization problem simultaneously.

Discretization Methods for ODEs.The type of polynomials
and the distribution of the discrete time-steps is strongly related to
the methods for solving ODEs. For this reason we want to discuss
some classes of methods that have been applied so far and to very
briefly present some results. Detailed derivations will be in a sub-
sequent paper.

Figure 1 shows the basic concept of the collocation at Gaussian
points: the differential equation is collocated at some interior
points and the last one is extrapolated. For the solution of ordinary
differential equations each finite element is handled separately.
For optimal control problems all finite elements are handled si-
multaneously. It can be shown that the collocation at Gaussian
points is basically the same as an implicit Runge-Kutta method
and gives the best accuracy for a fixed number of discrete time-
steps. This collocation scheme has been mainly used for the dis-
cretization of optimal control problems. However, our findings
show clearly that the extrapolation of the last point in each finite
time element can cause oscillations of the control and state vari-
ables and that other discretization schemes are much more suit-
able for many systems.

In contrast to the collocation at Gaussian points the Radau
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Runge-Kutta scheme applies the differential equation at every dis-
crete time-step, Fig. 2. It has been found that this discretization
method behaves much better than a collocation at Gaussian points
and has less problems associated with oscillations. Compared to
Gaussian points, the Radau method remains stable even for large
step sizes and stiff differential equations@15#.

Another discretization method that has been considered uses the
backward differentiation formulas~BDF!. This method is well
known for the efficient solution of DAE-systems~Brenan et al.,
@16#!. Unlike the single-step Runge-Kutta methods, the multi-step
methods consider some values in the past, as shown in Fig. 3: the
fourth-order BDF-method makes use of three points in the past.
To start this method the implicit Euler method is applied in the
first time-step, followed by a second and third order BDF, respec-
tively. In the literature the BDF-method has not been applied to
optimal control problems so far. Nevertheless, our studies show
that BDF-methods have some advantages compared to the Runge-
Kutta methods, especially if the control profile does not have too
many discontinuities. Furthermore, optimization problems that

have been discretized using the BDF-method tend to converge
faster than problems discretized with the Radau-Runge-Kutta ap-
proach. The BDF-method is accurate enough, robust, and appro-
priate for solving the problem that is presented in the second part
of this study@10#. Therefore, all optimizations in the second part
are performed with second order BDF-discretization.

Lagrangian Polynomials. As mentioned before, the state vari-
ables must be expressed by polynomials on finite elements. For
the discretization of optimal control problems it is common to use
Lagrangian polynomials. The formulas for the first finite time el-
ement are

f j~ t !5)
k50
kÞ j

K
t2tk

t j2tk
, j 50,1, . . . ,K (13)

x~ t !5(
k50

K

fk~ t !xk , (14)

whereK11 is the order of the polynomial. The main advantage
of this expression compared to the conventional expressionx(t)
5a01a1t1a2t21 . . . 1aK21tK21 is that the parameters of the
polynomials are the values ofx at the discrete timestk . Unlike the
conventional parametersai , these values have physical meaning
and the upper and lower bounds for each variable can be given
easily. To have proper bounds for each optimization parameter is
important for the convergence of the optimization problem.

If we apply Lagrangian polynomials, the derivatives of the state
variables with respect tot can be calculated easily:

ẋ~ t !5(
k50

K

ḟk~ t !xk . (15)

At each discrete time-step these derivatives must be inserted into
Eqs.~8! and~9!, respectively. This results in the fully discretized
optimization problem:

05 f D~ x̂,û,t f ! (16)

0<hD~ x̂,û,t f ! (17)

05cD~xnk
,unk

,t f ! (18)

x~ t0!5x0 (19)

min
û,x̂,t f

J5P~xnk
,unk

,t f !. (20)

In this notation the vectorsx̂ and û consist of all vectorsx andu
at thenk discrete time-steps:

Fig. 1 Fourth order collocation at Gaussian points over two
finite elements. The last point of each finite time element is
extrapolated.

Fig. 2 Fourth order collocation at Radau points over two finite
elements. All points are collocated and satisfy the differential
equation.

Fig. 3 Multistep BDF-method. Each new point is calculated on
the base of some already calculated points.
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x̂5S x1

x2

]

xnk

D , û5S u1

u2

]

unk

D .

The discretized equations are of high dimensionality: if we
have 10 ordinary differential equations and 10 algebraic equa-
tions, i.e.,nf520, with nu52 control variables that we want to
discretize with nk5100 time-steps, we obtain (nf1ng)3nk
52000 algebraic constraints for the optimization problem. In this
case we havenx3nk52000 variables in the vectorx̂ plus thenu
3nk5200 independent control variables in the vectorû.

Before the nonlinear optimization problem~Eqs.~16!–~20!! can
be solved with a large-scale SQP method, the Jacobian matrix
with all gradients of the functionsf D , gD , hD , cD , andP with
respect tox̂ and û has to be calculated. For the solution of large-
scale systems it is crucial to provide exact gradient information.
Nevertheless, there are implementations of these methods, where
the gradients are only approximated by finite differences.

In the example given above the Jacobian has (nf1ng)3nk
52000 rows and (nx1nu)3nk52200 columns, i.e., it has 4.4
3106 elements with a total of more than 34 MByte of memory
demand with double precision if it is stored in a dense manner.
Fortunately, only few elements in each row are non-zero and
sparse matrix techniques can be applied.

3 Software Implementation
It has been shown that the continuous optimization problem

~Eqs.~8!–~12!! can be transformed into a parameter optimization
problem of high dimension~Eqs. ~16!–~20!!. Conducting this
transformation and calculating all gradients by hand would be a
tedious task with many sources of errors. To avoid these problems
the software OCOMA~OI ptimal COntrol Code generator for
MAple! has been developed. In OCOMA the discretization meth-
ods and the calculation of the exact gradients are implemented
with the help of the language for symbolic mathematical calcula-
tion MAPLE @17#.

During the development of the software two main objectives
have been considered:~a! to achieve a maximum ease of use, and
~b! to make the optimization process as efficient and robust as
possible by exploiting the mathematical structure of the problem.

The basic concept of OCOMA is shown in Fig. 4. The user only
has to define the continuous dynamic optimization problem. This
is done easily by coding the DAE system, the inequality con-
straints, the constraints at the final time point and the objective
function in a simple syntax. The syntax to be used for this pur-
pose, is illustrated in Table 1 that refers to a part of the optimiza-

tion problem that will be discussed in the following section: This
simple continuous optimization problem describes the steam drum
with an initial pressure of 50 bar. The objective is to increase the
pressure to 100 bar in minimum time without violating the maxi-
mum allowed drum temperature gradient. The control variable of
this optimization problem is the heat flow rate in the evaporator
Q̇vap. To code the continuous optimization problem, some easy to
use functions have been developed to add differential equations
~add_deq !, algebraic equations ~add_aeq !, inequalities
~add_ieq !, constraints at final time~add_tfeq ! and the objec-
tive function ~objective !. In addition to the equations shown
in Table 1, bounds for every variable, the number of time-steps,
the discretization method~Runge-Kutta, BDF! and the order of
the discretization method have to be selected.

The main tasks in the OCOMA software are conducted by the
MAPLE program~Fig. 4!: in the first step all equations and vari-
ables are scaled and analyzed for linearity. It is useful to distin-
guish between linear and nonlinear variables and equations be-
cause they are treated differently by the optimization code
SNOPT. For example, the Jacobian elements of linear variables
are constant and do not need to be updated during the optimiza-
tion process. Furthermore, SNOPT satisfies the linear constraints
in the outer iteration before solving the nonlinear quadratic pro-
gramming~QP! subproblem in the inner iteration, see Gill et al.
@8#. If there are many linear equations, the size of the QP subprob-
lem decreases significantly by distinguishing between linear and
nonlinear variables and equations.

In the second step, the continuous system is discretized using
the methods that have been discussed in Section 2.2. In the third
step, a FORTRAN code consisting of the objective function, the
constraints and the gradients is generated automatically. The re-

Fig. 4 Basic concept and structure of the OCOMA software
developed for dynamic optimization

Table 1 Example for the syntax of the MAPLE input file
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sulting FORTRAN files are quite large: For a problem with about
10,000 constraints and variables the FORTRAN code consists of
about 200,000 lines of code.

The resulting files are compiled and linked with the optimiza-
tion code SNOPT to an executable file. After the optimization, the
results are printed out in a format that can be read and visualized
with the numerical software package MATLAB.

4 Conclusions
In this paper some improvements to a general method for the

solution of dynamic optimization problems have been presented.
An efficient, robust and easy to use computer-based procedure for
solving various dynamic optimization problems has been devel-
oped. The software allows to solve dynamic optimization prob-
lems consisting of a DAE-system with up to approximately 200
equations. Because of the general mathematical formulation of the
problem, the software is not restricted to energy engineering, but
can be applied to solve dynamic optimization problems in differ-
ent engineering disciplines such as chemical and aerospace engi-
neering. The application of the software to the process of rapid
increase of power in a single-pressure combined-cycle is pre-
sented in the second part of this study.

Nomenclature

ai 5 polynomial coefficient
cp 5 heat capacity@MJ/~kg K!#

f 5 continuous function
H 5 Hamiltonian
h 5 inequality constraints
h 5 mass specific enthalpy@MJ/kg#
J 5 objective function
L 5 performance function
ṁ 5 mass flow rate@kg/s#
nf 5 number of differential equations
ng 5 number of algebraic equations
nk 5 number of time steps
nu 5 number of control variables
nx 5 number of state variables
P 5 performance function att f
p 5 pressure@bar#

Q̇ 5 heat flow rate@MW#
T 5 temperature@K#
t 5 time @s#
u 5 control vector
x 5 state vector
l 5 co-state vector
f 5 Lagrangian polynomial

c 5 constraints at the final time point

Subscripts

D 5 discretized system
f 5 final

vap 5 evaporation
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Dynamic Optimization of Startup
and Load-Increasing Processes in
Power Plants—Part II:
Application
In the first part of this study, a general method for solving dynamic optimization problems
has been presented: the dynamic process model, consisting of first-order ordinary differ-
ential equations (ODEs) and algebraic equations, is discretized over the time horizon
using well established methods for the solution of ODEs. The discretized system is then
treated as large-scale non-linear parameter optimization problem. This transformation is
implemented in a user-friendly software package. An application of this software is dem-
onstrated in the present paper by optimizing the process of rapid load-increase in a
single-pressure combined-cycle power plant. The power plant is described with a simpli-
fied model that consists of 18 first order ordinary differential equations and 67 algebraic
equations. For this model a time-optimal operation associated with a load increase from
50 percent to 75 percent of base load is calculated by considering given restrictions on
some temperature gradients.@DOI: 10.1115/1.1286729#

1 Introduction
In this paper the dynamic process of startup and load-increasing

is treated as a dynamic optimization problem. In the first part of
this study@1#, the methods to solve such optimization problems
have been discussed and the software implementation has been
presented. The present part deals with the application of these
methods to the process of rapid increase of load in a single-
pressure combined-cycle power plant.

The aim of this study is to demonstrate an interesting applica-
tion of dynamic optimization methods to mathematical models of
power plants. To the best of the authors’ knowledge such studies
have not been presented in literature so far. Because of the com-
plexity of a dynamic optimization, it is not possible to consider
models as detailed as in a steady-state or dynamic simulation ap-
plication. For this reason several details have been neglected~e.g.,
pressure drops and variable heat transfer coefficients! that only
influence the quantitative results of the model. In this first study
the focus was on developing a relatively simple model with a
dynamic behavior qualitatively comparable to a real plant.

A brief description of the mathematical model of the power
plant is presented next before the optimization problem is defined
and the results are discussed.

2 Model
The method is applied to the rapid increase of load of a simpli-

fied single-pressure combined-cycle power plant, the dynamic be-
havior of which is described by a simplified mathematical model.
Sketches of the power plant and the components of the math-
ematical model are shown in Fig. 1. The plant consists of six
components: gas turbine, steam turbine, drum, economizer,
evaporator and superheater. In the following, the most important
equations are briefly described.

For thegas turbine, a Siemens V84.3 was chosen. The model
consists of polynomial expressions for the exhaust gas tempera-

ture (Tgt,out) and the exhaust gas mass flow rate (ṁgas) as a func-
tion of the gas turbine power (Pgt). These polynomials have been
fitted to the data presented by Maghon et al.@2#. The V84.3 has
adjustable guide vanes that allow about 60 percent to 100 percent
of power to be generated with an almost constant exhaust gas
temperature. The mass flow rate and exhaust gas temperature
characteristics have to be described each withoneequation for the
entire gas turbine power range of 68 MW to 171 MW~41 percent
to 100 percent!. This is necessary because at the present state of
the optimization software it is not possible to implement condi-
tional equations over more than one section. Therefore, the poly-
nomials for the low power interval (68 MW<Pgt<102.6 MW)
and for the high power interval (102.6 MW,Pgt<171 MW) are
multiplied with the damping functionsm low50.520.53tanh(Pgt
2102.6) and mhigh50.510.53tanh(Pgt2102.6), respectively,
and added together. The resulting graphical representations of
ṁgas and Tgt,out as a function ofPgt are shown in Fig. 2. Com-
pared with the other components of the combined cycle plant, the
dynamic response of the gas turbine is much faster. Therefore, the
delay between the control signal and the increase or decrease of
power output has been neglected.

Thesteam turbineis modeled using the polytropic expansion of
an ideal gas with a constant heat capacity and constant isentropic
and polytropic exponentk and polytropic efficiencyhpol :

Tst,out

Tsh,steam,1
5S pcond

pdrum
D~k21/k!hpol

. (1)

The power of the steam turbine is calculated by assuming a first-
order delay:

kst,1

dPst

dt
5kst,2cp,steamṁsteam~Tsh,steam,12Tst,out!2Pst . (2)

A typical value of 10 s was assigned to the time constantkst,1 @3#.
The maximum power of the steam turbine was set to 80 MW by
adjusting the constantkst,2 . The total power generated by the
plant is the sum of gas turbine and steam turbine power:

Ptot5Pgt1Pst . (3)

At full load the steam turbine power is about 32 percent of the
total power.

1Author to whom all correspondence should be addressed. Present address: BASF
AG, DWF/AM, L440, 67056 Ludwigshafen, Germany.

Contributed by the Internal Combustion Engine Division of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division May 26, 1999; final revision received by the ASME Headquarters Decem-
ber 29, 1999. Technical Editor: D. Assanis.

Journal of Engineering for Gas Turbines and Power JANUARY 2001, Vol. 123 Õ 251
Copyright © 2001 by ASME

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The mass flow rate of steam is calculated as a function of the
drum pressure and the constant pressure in the condenser
(pcond50.06 bar):

ṁsteam5kApdrum2pcond. (4)

The model of the drum considers the storage of steam. With the
assumption of a constant density we can formulate the mass bal-
ance as a differential equation for the drum pressure:

dpdrum

dt
5

1

kdrum
~ṁvap2ṁsteam2ṁapproach!. (5)

A constant value of 275 kg/bar was assigned forkdrum in Eq. 5@3#.
The saturation temperatureTdrum and the enthalpy increase during
vaporizationDhvap are calculated as functions of the drum pres-
sure with fourth and third order polynomials that have been de-
veloped using data from the steam tables@4#:

Tdrum521.1828731027pdrum
4 16.8464531025pdrum

3 21.63485

31022pdrum
2 12.41939pdrum1175.904 (6)

Dhvap521.1592931027pdrum
3 13.5700731025pdrum

2 29.73352

31023pdrum12.05198, (7)

where Tdrum and Dhvap are calculated in °C and MJ/kg,
respectively.

The mass flow rate of steam exiting the evaporator is calculated
as a function of the heat transfer in the evaporator:

ṁvap5Q̇vap/Dhvap. (8)

The mass flow rateṁapproachrepresents the steam rate that has to
be condensed to heat the water exiting the economizer up to the
saturation temperature:

Q̇approach5cp,waterṁsteam~Tdrum2Tec,water,1! (9)

ṁapproach5Q̇approach/Dhvap (10)

The models for theeconomizer, evaporator, and superheater
are formulated similarly: all three components are discretized spa-
tially in five sections. For each section~index i! a dynamic energy
balance for the pipes is formulated:

1

5
msteelcsteel

dTsteel,i

dt
5Q̇gas2steel,i2Q̇steel2steam,i . (11)

The heat flow rates are calculated with the assumption of uniform
temperatures and heat transfer coefficients:

Q̇gas2steel,i5
1

5
UgasA~Tgas,i2Tsteel,i ! (12)

Q̇steel2steam,i5
1

5
UsteamA~Tsteel,i2Tsteam,i !. (13)

For simplicity reasons the heat transfer coefficients have been
assumed to be constant. The temperatures of gas and steam for
each section of the counterflow heat exchangers are calculated
implicitly with the assumption of constant specific heats:

Q̇gas2steel,i5cp,gasṁgas~Tgas,i 212Tgas,i ! (14)

Q̇steel2steam,i5cp,steamṁsteam~Tsteam,i2Tsteam,i 11!. (15)

Equation~15! is only applied to the economizer and superheater.
The steam temperature in the evaporator is equal to the drum
temperature.

For the drum we assume a perfect control of the liquid level,
i.e., the mass flow rate of the feedwater is equal to the mass flow
rate of steam entering the steam turbine:

ṁsteam5ṁfeed. (16)

The temperature of the feedwater was set to 50 °C. Pressure drops
have been neglected in all heat exchangers.

To summarize, the model of the combined-cycle consists of 18
first order ordinary differential equations and 67 algebraic equa-

Fig. 1 Sketch of the single-pressure combined-cycle power
plant

Fig. 2 Temperature and mass flow rate of the exhaust gas as a
function of gas turbine power for the V84.3 gas turbine †2‡
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tions. With the a total of 68 algebraic variables there is one degree
of freedom. This degree of freedom is represented by the control
variablePgt that has to be optimized over time.

The model developed in this section includes several simplifi-
cations and assumptions that can be classified into two groups.
The first group includes simplifications such as neglected pressure
drops, neglected heat loss, and constant heat transfer coefficients.
These details can be easily implemented in a more accurate
model. However, the maximum dimension of the DAE-system of
approximately 200@1# has to be considered.

The second group of simplifications cannot be removed at the
present state of the optimization software. At present all model
equations have to be implemented in a symbolic manner. Thus, it
is not possible to calculate the properties of water and steam in an
external software package as it is done in steady-state or dynamic
simulation packages. This important feature will be implemented
in the next version of the OCOMA package. The next version will
make use of external routines that calculate thermodynamic prop-
erties and their exact partial derivatives.

3 Optimization Problem
The objective is to find a profile of the control variablePgt that

increases the total power of the plant from steady-state conditions
at 50 percent~126.32 MW! of design capacity to a load of 75
percent~189.5 MW! as fast as possible. This objective is formu-
lated with the following objective function:

min
Pgt~ t !

J5E
t50

t51500s

~Ptot20.75Ptot,max!
2dt. (17)

To demonstrate the effect of constraints on the temperature gradi-
ents, maximum values for the gradients of the drum temperature
and the temperature of each element of the heat exchangers
~evaporator and superheater! are enforced:

UdTdrum

dt U<2°C/min (18)

UdTsteel,i

dt U<5°C/min. (19)

Fig. 3 Optimal profiles for the increase of power from steady-state conditions at 50 percent
load to 75 percent of full load. The left side presents the results for the unconstrained case
„without Eqs. „18… and „19…… whereas the right side shows the profiles for the constrained
case.
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The values of 2 °C/min and 5 °C/min were chosen arbitrarily.
More realistic values for the maximum temperature gradients can
be calculated using the method of Trautmann@5# that allows to
calculate the maximum allowed temperature gradients with re-
spect to time for a given maximum value of stress for typical plant
components. As a result of this approach, the choice of maximum
values for the temperature gradients is almost equivalent to re-
stricting the maximum stress of the components.

The time interval is discretized with 120 time-steps. Thus, we
get an optimization problem with 7080 optimization parameters,
6960 equality constraints and 1320 inequality constraints. The
FORTRAN program that is generated consists of more than
200,000 lines of code. The generation of the FORTRAN code
takes approximately 14 min on a Sun UltraSparc Workstation
~300 MHz, 256 MByte Ram!.

To derive appropriate guess values for the optimization vari-
ables, the time horizon has to be discretized on a coarse grid with
only few time-steps. For small optimization problems with up to
500 variables the SQP software converges from almost any start-
ing point. Guessed values for the large-scale problem are then
calculated by interpolating between the time-steps of the coarse
grid. With these guessed values the solution of the large-scale
problem is solved in 3.4 min.

Figure 3 shows the results of the optimization. The diagrams on
the left side show the optimal profile of the control variablePgt
for the case without the constraints given by Eqs.~18! and ~19!:
the nominal value of 189.5 MW is reached immediately by in-
creasing the gas turbine power from 81.3 MW to 144.0 MW in
one step. This causes a rapid increase of the drum temperature and
the temperature of the heat exchangers. The gradient of the drum
temperature reaches a maximum value of about 4 °C/min and the
gradient of the temperature of the first element of the superheater
exceeds 20 °C/min.

The diagrams on the right side of Fig. 3 show the results for the
constrained case: in the first time period (0,t<535 s) the in-
crease of gas turbine load is restricted by the temperature gradient
in the superheater. In this period the gas turbine exhaust gas tem-
perature increases with power, Fig. 2.

In the second time period (535,t<790 s) the increase of gas
turbine load is restricted by the maximum temperature gradient in
the drum until the nominal power of 189.5 MW is reached after
810 s.

Figure 3 shows that it is possible to optimize the control profile
of the gas turbine power in a way that the temperature gradients
never exceed their given maximum values.

4 Conclusions
In this paper the method and software presented by Bausa and

Tsatsaronis@1# have been applied to the process of rapid increase
of power in a single-pressure combined-cycle. It has been demon-
strated that optimal control profiles for the power of the gas tur-
bine can easily be calculated. These control profiles are optimal in
the sense that total power is increased as fast as possible without
violating the constraints imposed by the maximum temperature
gradients.

The method is not restricted to simplified models such as the
one presented in this paper. Models with approximately 200 equa-
tions have already been solved. Future work will focus on more
complex models and on the possibility to link external soft-
ware packages for more accurately calculating the required ther-
modynamic properties~e.g., steam data!.
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Nomenclature

cp 5 heat capacity@MJ/~kg K!#
h 5 mass specific enthalpy@MJ/kg#
J 5 objective function
k 5 constant

ṁ 5 mass flow rate@kg/s#
P 5 power @MW#
p 5 pressure@bar#

Q̇ 5 heat flow rate@MW#
T 5 temperature@K#
t 5 time @s#

U 5 heat transfer coefficient@MW/~m2 K!#
hpol 5 polytropic efficiency

k 5 isentropic exponent
m 5 damping function

Subscripts

cond 5 condensation
ec 5 economizer

f 5 final
gt 5 gas turbine
sh 5 superheater
st 5 steam turbine
tot 5 total

vap 5 evaporation
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Labyrinth seals are commonly found in turbines and compressors.
Their objective is to control gas leakage from high pressure re-
gions to low pressure regions. The correct prediction and control
of this leakage is crucial for the efficient and economic operation
of turbomachinery. In this paper we present approaches for ob-
taining the above prediction in a simple analytical and explicit
method. Both constant and pressure dependent flow coefficients
are incorporated in the present study which extends to the higher
inlet/outlet pressure differences. The results obtained with our
methods compare favorably with the ones obtained by both nu-
merical and experimental techniques. In many cases there is
hardly a distinction between our results and the numerical
prediction. @DOI: 10.1115/1.1340630#

1 Introduction
Labyrinth seals are commonly found in turbines and compres-

sors. Their objective is to control gas leakage from high pressure
regions to low pressure regions. This leakage, which depends on a
great variety of parameters such as geometry of the teeth, number
of cavities, pressure differences, temperature, type of gas, etc., is
inevitably present even in the case of abradable seals. The correct
prediction and control of this leakage is crucial for the efficient
and economic operation of turbomachinery.

The air flow through the seals and its swirling motion in the
cavities formed between the seal teeth may create net pressure and
shear forces acting on the rotor. These forces may cause the de-
stabilization of marginally stable rotors rotating at very high
speeds.

The prediction of the leakage mass flow rate, the associated
pressure distribution in the seal cavities, and the associated swirl
velocities have been previously studied numerically by Childs@1#,
Childs and Scharrer@2#, Eser and Kazakia@3#, Yucel @4#, and
others. In addition Benvenuti et al.@5# and Brownell et al.@6#
have studied these problems experimentally as well as others.

In this paper we present approaches for obtaining the above
prediction in a simple analytical and explicit method. Both con-
stant and pressure dependent flow coefficients are incorporated in
the present study which extends to the higher inlet/outlet pressure
differences.

The results obtained with our methods compare favorably with
the ones obtained by both numerical and experimental techniques.
In many cases there is hardly a distinction between our results and
the numerical prediction.

2 Leakage Flow Rate Model
Consider a straight-through gas labyrinth seal with teeth being

either on the rotor or on the stator. When the concentric rotor
rotates undisturbed with constant speed, the gas flow in the laby-
rinth seal is steady-state and the continuity equation implies that
the leakage mass flow rateṁi through each of the teeth must be
constant asi varies from 1 toNT ~the number of teeth in a par-
ticular labyrinth seal!. The mass flow rateṁ depends on the ge-
ometry of the seals, the inlet temperatureT and the outlet to inlet
pressure ratior 5Pout /Pin .

We assume that the gas flow can be reasonably modeled using
isothermal flow with constant values for the pressure and density
at each cavity of the seal. We also assume the validity of the gas
law.

In many studies@1–4#, a semiempirical leakage equation is
used to describe the leakage flow rate. This equation is given as

ṁ5Cim0AS Pi 21
2 2Pi

2

RT D 1/2

, (1)

whereA represents the annular area of the seal,Pi is the pressure
at cavityi, andR is the gas constant. The kinetic energy carryover
coefficientm0 is equal to 1 for the first tooth but it is calculated
from

m05110.0791~NT21!, (2)

for all other teeth in the seal. Childs and Scharrer@2# used a
clearance dependent coefficientm0 , but we have found Eq.~2! to
adequately describe the effect of increased flow rate at a given
tooth due to the formation of a jet in the earlier tooth.

The flow coefficientCi may depend on the pressures in the two
cavities adjacent to a particular toothi. Several investigators have
used the Chaplygin formula~Gurevich@7#!

Ci5
p

p1225Si12Si
2 , Si5S Pi 21

Pi
D ~g21!/g

21, (3)

to describe this dependence. Hereg is the ratio of specific heat
~51.4 for air!.

When Eq.~3! is used in conjunction with Eq.~1!, a numerical
iteration procedure must be used in order to predict the leakage
flow and the associated pressure distribution. In the present paper
we show that the above analysis is greatly simplified when one
considers either a constant flow coefficient or one which depends
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on the pressure ratio in a special way described below. This sim-
plification occurs without any significant reduction in the accuracy
of the prediction.

2.1 Constant Flow Coefficient. Using the constant value
C050.611 in Eq.~1! and introducingk by

k5
ṁ~RT!1/2

AC0
, (4)

it can be shown that

k5S Pin
2 2Pout

2

11~NT21!/m0
2D 1/2

, (5)

and

G5
ṁ~RT!1/2

APin
5

C0k

Pin
5C0S 12r 2

11~NT21!/m0
2D 1/2

. (6)

In Fig. 1 this analytical prediction is compared to the numerical
iterative solution and to experimental results for two different
seals. The first seal is a five-tooth~on stator! straight-through
labyrinth seal used in the experiments of Brownell et al.@6# and
the second seal is a twelve-tooth~on stator! straight-through laby-
rinth seal used in the experiments by Benvenuti et al.@5#. As it
can be seen the analytical approach used in this paper agrees very
well with the more general numerical iteration solution, especially
when the pressure ratio is between 0.5 and 1. Even though the
analytic results overestimate the measured mass flow, they do so
in a way no worse then the numerical iteration technique.

Similar comparison is made for fourteen and eighteen-tooth
straight-through labyrinth seals used in the experiments of Ben-
venuti et al.@5# with a good agreement between the analytical
approach and numerical iteration solution as well as the measure-
ments. In addition the mass flow rate predicted by our analytic
approach agrees well with the results of Kwanka and Nagel@8#
and Rosen@9#.

Having obtained the leakage flow rate we can now use Eq.~1!
to obtain analytically the associated pressure distributionPi . This

analytical prediction compares well with the experimental results
obtained by Benvenuti et al.@5# for a twelve-tooth straight-
through labyrinth seal with pressure ratiosr 50.205 and r
50.787, and the iterative numerical results.

2.2 Pressure Dependent Flow Coefficient. The results ob-
tained in the earlier section are based on a constant flow coeffi-
cient. Figure 2 depicts the variation of the flow coefficient with
the quantitySi defined by Eq.~3!. The range ofSi in Fig. 2 is
rather wide, however, it would be desirable to use an expression
for the flow coefficient which could represent this type of varia-
tion. The broken line of Fig. 2 is obtained usinga52.68 and
b521.45 in the following expression for the flow coefficient

Ci5
1

$a1bg/~g21!ln~11Si !%
1/2. (7)

For this special dependence ofCi , one can solve for the mass
flow numberG and the associated pressure distribution using a
semi-analytical technique. It can be shown that

G5H 12~P1 /Pin!2

a2b ln~P1 /Pin!J
1/2

. (8)

The pressure ratioP̂5P1 /Pin , needed in Eq.~8!, is to be ob-
tained by solving the equation

m0
2

P̂22~Pout /Pin!2

12 P̂2
$a2b ln~ P̂!%

2H a~NT21!1b lnS P̂

Pout /Pin
D J 50. (9)

After solving Eq.~9! using a numerical method such as the Secant
method of root finding, we can obtainG from Eq. ~8! and the
remaining pressures from

m0
2~Pi /Pin!21G2$a2b ln~Pi !%

5m0
2~Pi 21 /Pin!21G2b ln~Pi 21!. (10)

Fig. 1 The dependence of the mass flow number G on the
pressure ratio rÄPout ÕPin . Analytical „present …, numerical and
experimental results are compared for two different seals. Case
A refers to a five-tooth seal used by Brownell et al. †6‡, case B
refers to a twelve-tooth seal used by Benvenuti et al. †5‡.

Fig. 2 The flow coefficient variation with pressure. Formula
used in numerical results is compared with formula used for
semi-analytical approach.

256 Õ Vol. 123, JANUARY 2001 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.123. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The results have been compared with results obtained using either
a constant flow coefficient or one of the form described in Eq.~3!.
The comparison is very satisfactory.

3 The Associated Swirl Velocities
In addition to the leakage flow rate and to the associated pres-

sure distribution it is important to predict the circumferential gas
velocities. These exist due to the inlet swirl of the gas entering the
seal and also due to the high speed rotation of the shaft. These
velocities are needed in the prediction of the pressure fluctuations
which may generate sufficiently high forces on the rotor causing
its destabilization.

As was the case during our discussion of the pressure distribu-
tion, we make here as well the same assumption that the circum-
ferential velocities are different from cavity to cavity, but suffi-
ciently similar in a single cavity to permit a bulk representation of
them with constantVi where i denotes a particular cavity. Of
course the effects of the seal walls are incorporated by the intro-
duction of boundary layers.

The circumferential momentum equation gives

ṁ~Vi2Vi 21!52pRsL~t r i
ar2tsi

as!, (11)

wherear andas are the rotor and stator shear area numbers and
t r i

andtsi
are the corresponding shear stresses.

Due to the complex geometry of seal walls the hydraulic diam-
eter approximation is used in modeling the cavity flow by the
Blasius correlation for turbulent flow in smooth pipes. Hence we
write

t i520.03955r iUi
2 Rei

20.25sgn~Ui !, (12)

whereUi is the gas velocity relative to the stator~i.e., Vi! when
we calculatetsi

and relative to the rotor~i.e., Vi2Rsw! when we
calculatet r i

. We also note that the sign in front of the right hand
side of Eq.~12! must be changed to plus for the calculation oftsi

.
In Eq. ~12! the Reynolds numbers Rei are calculated using

Rei5
uUi uDhr i

m
, (13)

whereDh is the hydraulic diameter of the cavity,r i is the density
of the gas at cavityi, andm is the absolute viscosity.

For a given inlet swirl velocityV0 we can use Eqs.~11!–~13! to
predict the circumferential velocities starting withV1 and pro-
gressing towards the last cavity. At each step we must solve an
implicit nonlinear equation forVi due to the character of Eq.~12!.
This analysis can be simplified by assuming that during the cal-
culation of the shear stress at cavityi we can use the Reynolds
numbers calculated in the previous cavity. We then obtain a qua-
dratic equation at each cavity which can be solved analytically
thus providing an explicit method for the prediction of the circum-
ferential velocities.

A comparison of the explicit and implicit solutions for the ve-
locity distribution across the labyrinth teeth for an eighteen-tooth
seal and a pressure ratio ofr 50.32 is given by Yucel@4#. The
biggest deviation between the implicit and explicit results occurs
in the fifth cavity of the labyrinth seal and does not exceed 0.5
percent.

4 Conclusions
We conclude that for special forms of the discharge flow coef-

ficient the leakage mass flow rate and the associated pressure dis-

tribution can be determined by analytic formulas. We also intro-
duce a simplification which makes the explicit calculation of the
circumferential velocities in the cavities of labyrinth seal possible.

Nomenclature

A 5 annular flow area~m2!
C 5 flow coefficient

Dh 5 hydraulic diameter of cavity~m!
G 5 mass flow number
L 5 axial length of seal cavity~m!

NT 5 number of teeth
P 5 pressure~N/m2!
P̂ 5 P1 /Pin
R 5 gas constant@J/~kg K!#

Re 5 Reynolds number
Rs 5 shaft radius~m!
T 5 inlet temperature~K!
V 5 circumferential velocity~m/s!
a 5 shear area number

ṁ 5 leakage mass flow rate~kg/s!
r 5 outlet to inlet pressure ratio

sgn(U) 5 sign of U
g 5 ratio of specific heat
m 5 absolute viscosity@kg/~m s!#

m0 5 kinetic energy carryover coefficient
r 5 density of fluid~kg/m3!
t 5 shearing stress~N/m2!
v 5 angular velocity of shaft~1/s!

Subscripts

i 5 i th cavity value
r 5 rotor
s 5 stator

in 5 inlet
out 5 outlet
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